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Abstract 

With the recent advancements in Natural Language Processing (NLP), there is a growing need to enhance the 
effectiveness and accuracy of document understanding and sentiment analysis particularly for Chinese text as it 
presents unique challenges of linguistics. To conduct this study, a hybrid approach was implemented which combined 
CNN and BiLSTM models with an ensemble voting mechanism for sentiment analysis on Chinese text. This method 
attained an accuracy of 97% and outperformed other techniques such as Text_CNN and AttentionBiLSTM with 
significant improvements in F1 score and recall. Results demonstrated a superior performance achieving 97% accuracy, 
along with a 95% F1 score and 97% recall. The present study extends the growing body of literature by underscoring 
the effectiveness of integrating BiLSTM and CNN models in sentiment analysis within the context of Chinese linguistics. 
It showcased enhanced document comprehension and capabilities of semantic analysis. Practically, this study provides 
a robust framework for leveraging BiLSTM and CNN models in the sentiment analysis of real-world. It offers significant 
boost in adequacy and reliability for processing Chinese text. The research limitations and future research indications 
have also been addressed in the study. 
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1. Introduction  
Natural language processing (NLP) has emerged as a transformative force concerning document understanding and 
semantic analysis. It enables the machines to interpret and process human language in those ways that were considered 
unimaginable once. Natural language processing is considered as an integral area of computer science in which 
computational linguistics and machine learning are widely used. However, this field is mainly concerned with making 
the human and computer interaction easy but efficient (Fanni et al., 2023). In recent years, the application of NLP has 
grown exponentially which have been driven by advances in artificial intelligence, big data analytics and machine 
learning. These technologies have paved the way for more sophisticated methods of extracting the contexts, meaning 
and insights from a vast amount of unstructured textual information (Stenmark, 2022). NLP has spread its application 
in different fields such as email spam detection, extraction of information, machine translation, medical, questioning 
and answering and summarization.  In this regard, NLP is a tract of linguistics and AI which is devoted to make computers 
understand the statements or words which have been written in human languages (Khurana et al., 2023; Tunca et al., 
2023). As the organizations or individuals increasingly relies on digital communication (Gawer, 2022; Baptista et al., 
2020), therefore the ability to analyze and understand documents have become important for a wide range of 
applications from retrieval of information and categorization of content to the sentiment analysis and decision-making. 
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In China NLP has taken on a particularly significant role due to the unique characteristics of Chinese language and the rapid 
digital transformation of the country (Baptista et al., 2020; Liu et al., 2023; Liu et al., 2024). Chinese language with its complex 
scripts, diverse dialects and rich cultural contexts presents distinct challenges and opportunities for NLP research and 
development (Shao et al., 2024; Cui et al., 2020). However, document understanding in China not only involves the adequate 
interpretation of characters and words but also the understanding of tone, contexts and cultural aspects. Furthermore, the 
rise of Chinese social media platforms such as Weibo or WeChat has generated an immense amount of user-generated 
content. It further underscores the need for the effective NLP solutions tailored to the linguistic environment of China. 

Despite rapid advancements in NLP (Tyagi; Bhushan, 2023), unique complexities of Chinese language pose significant 
challenges for effective document understanding and semantic analysis. In this regard, the existing models of NLP which 
are often developed with a focus on Western languages, struggle to adequately interpret and assess the Chinese text 
can possibly result in issues such as retrieval of information, sentiment analysis and categorization of content. This gap 
underscores the need for tailored approaches of NLP that can address the specific linguistic and cultural aspects of 
Chinese. It ensures the adequate and meaningful procedures of Chinese-language documents in different applications. 
Although, NLP has gained an increased scholarly focus in recent years (Kamineni et al., 2024; Dai et al., 2024; Shen et 
al., 2024; Shakhnoza; Nargiza, 2024), but to the best of the researcher’s knowledge there are almost a little or no 
studies that explored the Role of Natural Language Processing in Document Understanding and Semantic Analysis from 
a Chinese Perspective. To bridge this gap, this study aims to underscores the significance of tailored frameworks and 
approaches that can enhance the effectiveness of NLP in processing Chinese language documents. In this way, it 
contributes to the broader fields of computational linguistics and retrieval of information (Estok, 2022). 

2. Literature Review 

2.1. NLP Technology and Techniques 

NLP has advanced alongside recent developments in artificial intelligence (AI) and computing technologies shaping and being 
shaped by these innovations (Lauriola et al., 2022; Koroteev, 2021; Chowdhary, 2020). This evolution has resulted in new 
applications and novel ways for machines to interact with human languages. Omar et al. (2022) discussed that the key 
benefits of NLP lie at the heart of teaching computers regarding the way through which large amounts of textual data is 
analyzed. Although, it may seem as a new technology with the emergence of recent successful applications, the roots of NLP 
go back to the early 1950s when NLP was utilized for the first time for the machine translation. Modern NLP focuses on the 
assessment of language patterns and extracting meaningful insights (Shaik et al., 2022; Olivetti et al., 2020; López-Úbeda et 
al., 2022; Arenal et al., 2022). Therefore, it is garnering a significant attention in both industry and academia. It also presents 
remarkable opportunities across distinct applications of AI such as question answering, retrieval of information, sentiment 
analysis and recommender systems and supporting critical tasks such as machine translation and reading comprehension 
with a persistent improvement in real-world performance (Chen et al., 2022; Muzorewa; Chitakira, 2022).  

Koonce et al. (2024) highlight the rapid advancements and accessibility of artificial intelligence techniques, offering 
biomedical informatics team a significant opportunity to explore and derive insights from both external and internal 
data on a large scale. It ultimately enhances health science research and clinical care. Their research indicated a novel 
aspect of implementing NLP which is the application of NLP to extract valuable knowledge for the extensive volumes of 
structured and unstructured clinical data that are captured daily through the electronic health record (EHR). Widdows 
et al. (2024) also indicated that NLP is a promising area of application through quantum computers. Research by Jiang 
and Lu (2020) NLP is an essential part of artificial intelligence technology and is rooted in multiple disciplines such as 
computer science, mathematics and linguistics. They mentioned that the rapid advancements in NLP provides a strong 
support for machine translation research. Baclic et al. (2020) also explained that NLP is routinely utilized in the virtual 
assistants such as “Alexa”, “Siri” or in google translation and searches. Their research indicated beneficial implication 
of NLP as it provides the ability to analyze and extract information from the unstructured sources, automate question 
answering and conducting text summarization and sentiment analysis.  

2.2. Historical Development in NLP 

The development of NLP is rooted in the intersection of computer science, linguistics and artificial intelligence (AI). The 
origin of NLP can be traced back to 1950s during the early stage of computing (Bahja, 2020; Church; Liberman, 2021; 
Feng, 2023; Omar et al., 2022; Muthuswamy, 2023; Zhai, 2023). At that time the researchers initiated to understand 
the way machines can understand and process human language. One of the earliest milestones was the famous 
question of Alan Turing i.e., “Can machine think?” (Berrar et al., 2012; Gonçalves, 2023; Saha et al., 2023) and his 
subsequent proposal of the Turing test as a measure of machine’s ability to exhibit intelligent behavior. That behavior 
was expected to be equivalent to or indistinguishable from that of a human.  

Johri et al. (2021) cites how Alan Turing, in 1950, had proposed the Turing test which is also known as the imitation 
game to investigate whether a computer could exhibit human-like thinking. The test involved three participants 
including a man (player 1), a woman (player 2) and an interrogator (player 3). The task of interrogator was to identify 
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the gender of player 1 and player 2 based solely on written communication. However, the twist in their game is that 
player 2 (the woman) tried to help the interrogator to reach the adequate conclusion. However, player 1 (the man) 
attempted to device the interrogator. However, Turing suggested replacing player 1 with a machine. If the interrogator 
successfully identifies the gender of both participants, the machine fails the test. However, if the interrogator cannot 
distinguish between the human and the machine, the machine is considered to have passed (Turing, 1980; Li, 2023; 
Kasman, 2023). It demonstrates its ability to think in such a way that is indistinguishable from that of a human. The test 
was not about solving a specific problem but rather about evaluating whether a machine could perform tasks in a way 
that is indistinguishable from the human thinking. Nowadays, NLP is used in many real-time applications such as smart 
homes, smart offices like Alexa, Siri, Cortana and Google Assistant. In short, the history of NLP initiated in 1950s and 
has come a long way from then and improved to a great extent (Zhang, 2023; Razzaiq et al., 2022; Shaban; 
Abdulhaleem, 2023).  

2.3. Challenges of NLP 

Apart from its effective and rapid advancements, there are also certain challenges of NLP which have been reported by 
different researchers. Research by Abro et al. (2023) also mentioned that natural language understanding (NLU) in NLP 
exhibit significant challenges due to its critical role. It involved generating natural language responses and 
understanding the context. However, current algorithms of NLU also struggles to fully grasp the natural language as a 
similar meaning can be expressed in numerous ways and language usually deviates from the grammatic norms. While 
fundamental principles for NLU exists, capturing the subtleties of human language remains difficult. Unlike machines, 
humans can infer meaning from grammatically incorrect or incomplete sentences through experience and context 
which makes acquisition of language more intuitive for people. 

 Another challenge in NLP involves training models on limited data such as with few short learning and achieving out 
of distribution generalization as explained in the research of Kharrat et al. (2024). Sequence to sequence models 
which have been commonly used in NLP also struggles with systematic generalization which makes it difficult for 
them to grasp general principles and reasons regarding the critical concepts of knowledge.  Furthermore, working 
with the historical documents also presents unique difficulties as these texts usually contain noise and missing or 
incomplete characters which can further complicate the tasks for NLP model.  Omar et al. (2022) also indicated that 
there are numerous real-world NLP projects which have failed after deployment due to different factors.  It involves 
a lack of robustness, exploring robustness as a multi-dimensional concept that needs the development of new 
techniques holds great importance. Their research also indicated that the newly developed techniques should 
address the challenges of spurious correlation and achieve high out of distribution adequacy so that sufficient 
accuracy to uncertainties can be ensured. According to the research by Krasadakis et al. (2024), the legal domain 
presents many challenges for NLP. Some major challenges involve disambiguating the tiles, resolving nested entities 
and resolving the coreferences.  

3. Methodology 
The structure of the proposed model used in this study is depicted in Figure.1. As it is evident, three models were used 
namely BILSTM, and a CNN incorporating with their ensemble using voting mechanism. BiLSTM or Bidirectional LSTM 
was used for great purposes; it is a term that utilized for the succession model. It consists of 2 LSTMs; one is for input 
processing in forward direction while other is for processing in backward direction. It is specially utilized in natural 
language processing related tasks. The idea of using this method is processing of data in a pair of directions (Brahma, 
2018). CNNs have advantages over other models in NLP due to its hierarchical features learning step, it captures in 
input data global and local relationships, and achieve well and correctly on NLP tasks using fewer computation and 
parameters (Rhanoui et al., 2019).  

 
Figure 1: Flowchart of the Proposed System. 

3.1. Dataset Collection 

The dataset was collected from (Hu et al., 2019) THUCNews setup by the NLP (Natural language processing) Tsinghua 
University Laboratory. This data is established from Sina News historical data. In this dataset 740000 article news are 
available and are separated in 10 types. The text length is from 20 to 30 word categories and every category contains 
20,000 parts of text data. The THUCNews dataset are shown in Table 1 and Figure 2. 
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Figure 2: Details of THUCNews Dataset. 

Table 1: Sample Dataset. 
Category Chinese text English translation class 

Lottery 经济预计将增长，股市上涨，投资者信心恢复 
The economy is expected to grow, stock markets rise, and investor 
confidence returns. 

positive 

Sports 全场观众为比赛中表现出色的选手报以热烈的掌声。 
The audience gave a warm applause to the players who 
performed well in the match. 

positive 

Finance 
新税法将给中小企业带来不成比例的负担，这让许多企

业主感到担忧。 

The new tax law will place a disproportionate burden on small and 
medium-sized businesses, which worries many business owners. 

negative 

3.2. Preprocessing 

Three categories from downloaded dataset news were extracted. The starting line of each document was read and 
then inserted in a new file .txt, where every text data point consisted of a headline of news and body content. 
However, text title first line plus tab spacer plus type mapping with matching number was the format. 10% of data 
was selected for test and verification while the 90% was reserved for training from three categories. When data was 
completely extracted the training set was inserted in training.txt, testing set was inserted in testing.txt as well as the 
verification data was written is ver.txt files. At the end the meaningless or unimportant data was removed.  

4. Results 

4.1. Applying CNN and BILSTM models 

This section explains the techniques that were utilized to build a system for user’s sentiments classification on 
Chinese text.  The CNN and BILSTM models. there is a famous option for NLP applications like machine translation, 
sentiment analysis and text classification. We trained two models on our prepared dataset. The framework of our 
applied methods is shown in Figure.3. 

 
Figure 3: Proposed Models Framework. 

4.2. CNN (Convolutional Neural Network) Model 

CNN is often utilized in computer vision. It takes local patterns from the data especially helpful in recognizing local 
features or n grams in text and identifying common word or phrases related to precise sentiments. CNN can compute 
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parallel, commanding quick training times. This can be adapted to many formats and text lengths, enabling it perfect 
for sentiment analysis. Following components were utilized using CNN 

Embedding layer: This layer gives mapping function with highly dimensional place to input sequences, frequently 
utilized for indicating categorical variables or words. Embedding layer working formula is given below. 

𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 𝑙𝑎𝑦𝑒𝑟 = 𝑡𝑓. 𝑘𝑒𝑟𝑎𝑠. 𝑙𝑎𝑦𝑒𝑟. 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝐿, 𝑑) (1) 

Here L is an input sentence with a length fixed and d is the embedding dimension 

Convolutional Layer: This layer is applied for Convolutional process to extract the features. In this we take kernels 
usually small numbers matrix and give beyond paragraph matrix, and then transformed on the basis of filter values.  
The result from convolutional layer on applying kernel (k) to the input can be calculated using eq 2. 

(𝑀 − 𝑘 + 1)  × 1 × 𝑓𝑖𝑙𝑡𝑒𝑟 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 (2) 

Max Pooling Layer: it is an operation of pooling that teks the largest element of the feature map area coated through 
the filter. Therefore, after this layer the output will be feature map containing very prominent features in the early 
feature map. Let applying max pooling with size of window w × 1 the result will be calculated using eq 3. 

(𝑀−𝑘+1)

𝑤
 × 1 × 𝑓𝑖𝑙𝑡𝑒𝑟 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 (3) 

Flatten and Dense layer: After the embedding layer, the flat layer flattens the 2D output into a one-dimensional 
matrix suitable for input to the dense layer, which sorts the output values from the flat layer. See eq 4. 

(𝑀−𝑘+1)

𝑤
 × 𝑓𝑖𝑙𝑡𝑒𝑟 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 (4) 

softmax activation: last output in dense layer with softmax for classification gives a normalized and clear probability 
distribution over possible sentiment classes i.e. positive or negative. Table 2 shows the CNN model training results. 

Table 2: CNN Model Training. 
Train on 270007 samples, validate on 300 samples 
Epoch 1/2 
- 28s - loss: 0.5473 - acc: 0.6672 - val_loss: 0.2780 - val_acc: 0.8484 
Epoch 2/2 
- 27s loss: 0.3094 - acc: 0.8188 - val_loss: 0.2625 - val_acc: 0.6564 
Accuracy: 88.64% 

4.3. BILSTM Model 

BiLSTM or Bidirectional LSTM is used for great purposes; it is a term that utilized for the succession model. It 
consists of 2 LSTMs; one is for input processing in forward direction while other is for processing in backward 
direction. It is specially utilized in natural language processing related tasks. The idea of using this method is 
processing of data in a pair of directions. The model is able to better realize the sequences (for example, 
understanding which words follow and precede them in a sentence) (Hu et al., 2019). The following components 
were used in this model: 

− Embedding layer: Embeddings are the representations of dense vector which is being transformed by input 
sequence. Embedding takes data points for semantic meaning and gives very meaningful and compact 
subsequent layers representation. Suppose n tokens of a sentence were given D = [n1, n2, n3, n4,….nm]. every 
word ni became vector consisting with meaning ni € Vu. The word embedding technique we utilized with keras 
that creates every sentence of feature matrix. M € Vu×m indicated this matrix in which m shows the word count 
in sentence length and M is the embedded semantics that utilized as an input for the bilstm layer 

− Bidirectional LSTM layer: One-way LSTM retains only previous information because it processes only previous 
inputs. By masking previously processed inputs, it conserves information. Bi-LSTM (BiLSTM), which can preserve 
past and future information, was created to reduce this problem. BiLSTM first establishes a connection between 
input and output while maintaining data order. The hidden state of BiLSTM can record past as well as future data 
using 2 layers, the forward layer and the backward layer. The collected feature maps are fed into the BiLSTM 
layer. In Forward LSTM present input “us” and the past input “ws-1” are combined to examine the order of left to 
right. In backward LSTM the order is managed from right to left by combining 2 inputs present and the past i.e. 
“us” and “ws+1”. Eq 5 indicated the both LSTMs combination 

�⃡�  = 𝒘     ∎ �⃡�      (5) 

When lastly pooled map features were received by BILSTM layer, the forward and backward calculation of LSTMS will 
be found using below equations. 

Forward LSTM  
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𝒂𝒔 = (𝒀𝒂𝑼𝒔 + 𝒁𝒂𝒘𝒔−𝟏 + 𝑶𝒔) (6) 

𝒌𝒔 = (𝒀𝒌𝑼𝒔 + 𝒁𝒌𝒘𝒔−𝟏 + 𝑶𝒌) (7) 

𝒗𝒔 = (𝒀𝒗𝑼𝒔 + 𝒁𝒗𝒘𝒔−𝟏 + 𝑶𝒗) (8) 

𝒊→𝒔 = 𝓐(𝒀𝒊𝑼𝒔 + 𝒁𝒊𝒘𝒔−𝟏 + 𝑶𝒊) (9) 

𝒊𝒔 = 𝒂𝒔∎𝒊𝒔−𝟏 ⊕ 𝒌𝒔⨝𝒊~𝒔      (10) 

𝒘𝒔 = 𝒗𝒔∎𝓐(𝒊𝒔)      (11) 

Backward LSTM 

𝒂𝒔 = (𝒀𝒂𝑼𝒔 + 𝒁𝒂𝒘𝒔+𝟏 + 𝑶𝒔) (12 

𝒌𝒔 = (𝒀𝒌𝑼𝒔 + 𝒁𝒌𝒘𝒔+𝟏 + 𝑶𝒌) (13) 

𝒗𝒔 = (𝒀𝒗𝑼𝒔 + 𝒁𝒗𝒘𝒔+𝟏 + 𝑶𝒗) (14 

𝒊→𝒔 = 𝓐(𝒀𝒊𝑼𝒔 + 𝒁𝒊𝒘𝒔+𝟏 + 𝑶𝒊) (15) 

𝒊𝒔 = 𝒂𝒔∎𝒊𝒔+𝟏 ⊕ 𝒌𝒔⨝𝒊~𝒔     (16) 

𝒘𝒔 = 𝒗𝒔∎𝓐(𝒊𝒔)     (17) 

− Dropout Layer: The purpose of the dropout layer is to reduce the possibility of overfitting. In our study, we 
set the dropout layer value to 0.5, which operates ranges from 0 to 1. This layer follows the embedding layer 
and randomly sets the neurons in the embedding layer to 0 to systematically suppress their activation. This 
prevents the model from overly relying on specific neurons during training, thus improving the model's ability 
to generalize. 

− Classification Layer: Final output layer classification layer. The first step in determining the segregation 
probabilities (i.e., whether they are positive or negative) is to calculate the cumulative inputs using eq 18 

𝑨𝒊 = ∑ 𝒖𝒊𝒅
𝒌
𝒊 + 𝒄𝒊     (18) 

The sigmoid function is utilized to examine y. see eq 19 

𝒚 → 𝟏
𝟏 + 𝓐−𝑨⁄       (19) 

4.4. Incorporating Ensemble Technique 

By combining individual model performance, we enhance the robustness and performance of our proposed system 
in ensemble. Ensemble learning is a process in which we gather different model results and generate a powerful 
result. Ensemble learning can improve accuracy and reduce over fitting (Saleena, 2018). In our proposed system 
BILSTM and CNN were individually trained (See Table 3), BILSTMS has ability to take long term reliance and can 
improve local extraction of features in CNN. In SA (sentiment analysis) jobs, BiLSTM can specialize in extracting 
general sentiment from long reviews, while CNN can sharply recognize powerfully indicate sentiment key phrases. 

Table 3: BILSTM MODEL TRAINING. 
Epoch 001: 

Training Loss: 0.642 | Accuracy: 0.852. 
Validation Loss: 0.341 | Accuracy: 0.816. Improvement! 

Epoch 002: 
Training Loss: 0.381 | Accuracy: 0.882. 
Validation Loss: 0.490 | Accuracy: 0.841. Improvement! 

Epoch 007: 
Training Loss: 0.233 | Accuracy: 0.906. 
Validation Loss: 0.342 | Accuracy: 0.930. Improvement! 

4.5. Voting Mechanism 

Majority voting is an ensemble technique that can assist by ensuring the robustness of final prediction through 
consistency between different models consideration. Our trained model CNN and BILSTM combination utilizing majority 
voting mechanism process has following steps. 

• First we train both models (CNN and BILSTM) individually 

• Then we generate results from every model using test data 

• Then in set of test data for every instance, the last prediction is the portion of all model predictions that received 
the majority of votes. 

Majority voting working is done using the following eq 20, 21, and 22 
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𝑦𝐵𝐼𝐿𝑆𝑇𝑀 =  𝑀𝑜𝑑𝑒𝑙𝐵(𝑎) € 𝑃 (20) 

𝑦𝐶𝑁𝑁 =  𝑀𝑜𝑑𝑒𝑙𝐶(𝑎) € 𝑃 (21) 

𝑧 =  𝑚𝑜𝑑𝑒(𝑦𝐵𝐼𝐿𝑆𝑇𝑀, 𝑦𝐶𝑁𝑁) (22) 

Where 𝑦𝐵𝐼𝐿𝑆𝑇𝑀 and 𝑦𝐶𝑁𝑁 are the final predictions of both models for 𝑎 input and 𝑃 is the class 

Finally, 𝑧 is the last prediction by returning most common class. 

Example Case: suppose our model predictions have been achieved like this 

𝑦𝐵𝐼𝐿𝑆𝑇𝑀 = 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 

𝑦𝐶𝑁𝑁 = 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 

Final prediction by using majority voting will be 

𝑧 = 𝑚𝑜𝑑𝑒(𝑝𝑜𝑠𝑖𝑡𝑣𝑒, 𝑝𝑜𝑠𝑖𝑡𝑣𝑒) =  𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 

4.6. Comparison of Techniques 

In this section, the performance of our proposed work is compared with different machine learning and deep learning 
models. First, we trained CNN and BILSTM individually and got 88% accuracy for CNN and 93% for BILSTM on the same 
dataset. Therefore, we combined both models’ predictions using majority voting and achieved accuracy=97%, and 95% 
and 97% of f1 score and recall were obtained.  However, we compared our results with (Wu et al., 2021; Sun et al., 
2024; Huq et al., 2017) for sentiment analysis and achieved better results. Table 4 shows the performance of proposed 
study as compared to different techniques 

Table 4: Comparison Table with Different Techniques. 

Techniques 
Results 

Accuracy F1 Score Recall 

Text_CNN 82% 82% 82% 

AttentionBiLSTM 83% 83% 82% 

ASN-CSD 91% 91% 94% 

KNN 80% 79% 75% 

Proposed (voting of CNN and BILSTM) 94% 95% 97% 

Figure 4 shows the performance of our model as compared to other models. 

 
Figure 4: Performance of Our Model as Compared to other Models. 

5. Discussion 
The present research aimed to understand the role of Natural Language Processing (NLP) in document understanding 
and semantic analysis from a Chinese perspective. Findings of this study demonstrated the effectiveness of ensemble 
model combining CNN and BiLSTM for the sentiment analysis (Tan et al., 2022) on Chinese text data. The proposed 
model significantly outperformed the individual models and other comparative techniques. These findings correspond 
with the research conducted by Luo et al. (2021) which shows that the integrated model significantly improves the 
adequacy of text sentiment analysis and it can effectively predict the sentiment polarity of the text. Individually CNN 
attained 88% of accuracy and BiLSTM 93%. When combined through a majority voting mechanism, the ensemble model 
attained an impressive 97% of accuracy with F1 scores and recall rates of 95 and 97 percent respectively.  

These results indicate that the ensemble approach effectively leverages the strengths of both models. CNN is capable of 
capturing the local patterns and the capability of BiLSTM to understand the sequential dependencies in text. Jang et al. 
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(2020) also mentioned that BiLSTM model enhances accuracy in text classification. This synergy not only improves the 
adequacy but also ensures reliability and robustness in the sentiment classification. Also underscored that CNN-BiLSTM is 
considered as an effective technique as compared to others such as Naïve Bayes, SVM and CNN. They were also of the 
view that by combining these two models a hybrid model is generated that uses the strengths of CNN and BiLSTM.  

The success of this study underscores the potential of ensemble learning in the complex tasks of NLP (Jaradat et al., 
2024; Zhang; Shafiq, 2024) where integration of different models can mitigate the limitations of individual approaches. 
Furthermore, utilization of carefully selected datasets and rigorous pre-processing further contributed towards the 
superior performance of model. However, these findings resonate with the broader understanding that combining 
multiple models can often results in more adequate and generalizable results in machine learning (Moein et al., 2023) 
particularly within the context of natural language processing. This approach can also be extended to other tasks of 
NLP. It suggests that the ensemble methods should be considered as a vital strategy for attainment of high performance 
in text analysis. 

The findings of this study underscore the effectiveness of utilizing ensemble learning techniques to enhance the 
performance of sentiment analysis models (Qabasiyu et al., 2023; Alsayat, 2022; Chen; Pang, 2023). It is particularly 
relevant while dealing with complex linguistic structures such as Chinese text. Therefore, by combining the strengths 
of convolutional neural networks (CNN) and Bidirectional long-short term memory networks (BiLSTM) (Méndez et al., 
2023; Jihado; Girsang, 2024; Farid et al., 2021) through the voting mechanism, the study has achieved significant 
improvements in adequacy, F1 scores and recall as compared to utilizing these models individually. Therefore, through 
the combination of CNN and BiLSTM models, this study not only improved sentiment analysis performance but also 
offers a framework that can be adapted to other applications of NLP. It also paves the way for more accurate and 
reliable text analysis tools. 

6. Research Implications 

6.1. Theoretical Implications 

The integration of NLP in document understanding and semantic analysis particularly from the Chinese perspective 
presents significant theoretical advancements. Theoretical implications of this integration involve the development of 
models that better understand the complexities of Chinese language. This research contributes to the body of 
knowledge through demonstrating the way NLP techniques such as ensemble learning can be effectively adapted to 
handle these unique features of linguistics. Findings also highlights that by combining CNN and BiLSTM the accuracy 
and depth of sentiment analysis can be enhanced. 

6.2. Practical Implications 

From the practical viewpoint, this study also provides effective practical implications particularly for industries and sectors 
that rely heavily on the document understanding and sentiment analysis. The demonstrated effectiveness of ensemble 
learning models in assessing Chinese texts can be implemented to distinct practical applications. It includes automating 
the processing of legal documents, improving the feedback analysis of customers and enhancing the systems of content 
recommendations. Businesses and government agencies in China can also leverage these insights for the development of 
more accurate and culturally relevant NLP systems that better understand the intent of users, contexts and sentiments. 

7. Limitations and Future Research Indications 
Despite of the significant research contributions, this study also involves a few limitations that suggest avenues for 
future research. One significant limitation is the focus on combining only CNN and BiLSTM models. Although, these 
techniques are effective but may not fully capture all the aspects of Chinese language. Future researchers can explore 
the inclusion of more diverse NLP models. It can involve transformer-based architectures so that semantic 
understanding can be enhanced further. Furthermore, the scope of this research can also be expanded to include 
multilingual datasets that can provide insights regarding the way these techniques can be adapted for other languages. 
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