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Abstract 

Technological media effects scholarship in the field of journalism and communication is experiencing a reinvigorated 
blooming due to the role of Artificial Intelligence (AI) and algorithm-based information. From news production to 
distribution and consumption, the whole journalistic chain of information media ecosystems and the principles that 
govern them have all been deeply transformed with the advent of AI and algorithmic tools. Drawing from well-
established normative principles that have guided the journalistic profession, this paper seeks to synthesize the current 
state of research on AI and algorithm-based news by providing a principle-based theoretical framework of news media. 
In doing so, the paper organizes a comparison between algorithmic news versus non-algorithmic news according to 
three foundational pillars sustaining journalism research: news production, selection, and effects thereof. 

Keywords 
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1. Introduction 
Artificial Intelligence (AI), or “the tangible real-world capability of non-human machines or artificial entities to perform, 
task solve, communicate, interact, and act logically as it occurs with biological humans” (Gil de Zúñiga et al., 2023), and 
algorithm-based information have become integral parts of many areas of life (Latzer et al., 2016; Kappeler et al., 2023; 
Festic, 2022). From movies suggested by algorithms as applied in Netflix’s recommended section to virtual assistants 
such as Siri or Alexa and to information-seeking tools like Google search engines and its Generative AI aid, these new 
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technologies have broadly altered our society. The media landscape has not been immune to such profound influence. 
News production, distribution, as well as consumption have all been deeply transformed with the advent of AI and 
algorithmic tools (Kotenidis; Veglis, 2021). From automated content creation to socially driven news selection, many 
challenges as well as opportunities have emerged with the rise of AI and algorithms (Fayyaz et al., 2020).  

According to Pew Research Center, news consumption on digital devices is on the rise. News websites and apps, social 
media, podcast and search platforms outrank traditional forms of news consumption such as printed newspapers or 
radio (Forman-Katz; Matsa, 2022).  

The majority of online news platforms have something in common: they utilize AI-based algorithms that are shaping 
the news selection, production and consumption (Eslami et al., 2015; Napoli, 2015). Thus, with continuous 
developments in algorithms, the concepts and principles that guide journalism and news production as well as the role 
of journalists need to be discussed and adapted in tandem with technological advances. 

In spite of these developments, literature shows that users are still to a large degree unaware of algorithmic operations 
and lack deeper understanding of processes at work, while at the same time being confronted with a range of concerns 
that legislative frameworks still struggle to fully address (Blacklaws, 2018; Kemper; Kolkman, 2019). 

The challenges and discussions that arise from the continuous changes in journalism and news are not novel. For 
instance, with the advent of the internet, the concept of “digital news” emerged, which was compared to 
“traditional news.” (Bengtsson, 2022; Bengtsson; Johansson, 2021). This division is primarily based on platform 
support and format. As these constant technological changes in journalism are becoming systematically swift , we 
must think of new ways to understand how to conceptualize and understand these divisions based on more 
permanent principles. Currently, algorithm-based news permeates different platforms and formats. Thus, to 
contribute to its understanding and implications, in this paper we seek to synthesize the current state of research 
on AI and algorithm-based news –including developments as well as impact and problems. Furthermore, we 
provide a streamlined and principle-based AI news theoretical framework which distinguishes between 
algorithmic versus non-algorithmic grounded news, drawing from normative principles that have guided the 
journalistic profession and news production, and are guiding the current discussion of principled AI development 
such as accountability, transparency, accuracy, and impartiality/fairness (Fjeld et al., 2020; Farley et al., 2014). 
We argue that a comparative analysis based on these more permanent principles will facilitate the assessment of 
algorithm-based news, its theorizing, and discernible media effects revolving around news use and exposure. To 
do so, we will organize this comparison according to three main pillars sustaining journalism research: news 
production, selection, and effects thereof.  

2. News Production 
A development in AI applications that has recently gained traction is automated or algorithmic journalism (Ali; Hassoun, 
2019; Graefe, 2016; Kotenidis; Veglis, 2021). This allows for “using software or algorithms to automatically generate 
news stories without human intervention” (Graefe, 2016), a practice which has led to debates among scholars and 
professionals alike (Kotenidis; Veglis, 2021). With the possibility of algorithms creating news content autonomously 
(Diakopoulos, 2019) that is almost indistinguishable from human made content (Clerwall, 2014), some fear for the 
future of the journalistic profession (Carlson, 2018). Tasks previously entrusted to journalists are taken over by 
algorithms, including research, data compilation, writing articles, or where to place finished texts (Kotenidis; Veglis, 
2021; Ellis, 2013). Many publications already make use of generated content for certain types of information (Jung et 
al., 2017), and they even use algorithms for tasks such as editing and selecting which articles will be printed (Ellis, 2013). 
While Kotenidis and Veglis (2021) point out that there still are journalistic areas in which algorithms lag far behind 
traditional journalists, Jung et al. (2017) found evidence that both readers and journalists tend to rate algorithmic 
content more favorable than journalistic information. There are, however, still several aspects brought about by 
automated journalism and algorithmic news production that remain unclear both in terms of legal and ethical outlines 
as well as when it comes to information reception by consumers. 

To analyze these aspects, we will rely on principles that have historically guided journalism and news production, and 
which are becoming increasingly relevant in the discussion about AI development. We will focus on the following 
principles: accountability, transparency, accuracy, and impartiality/fairness (Farley et al., 2014; Fjeld et al., 2020) 

Accountability refers to the mechanisms that ensure taking responsibility for actions, choices, and mistakes. While in 
many professions there are legal outlines as to who is to be held accountable in certain cases, no such fixed legitimate 
guidelines exist in journalism. As an integral part of a free press is independence from government regulations, it falls 
to journalists themselves to define accountability of their profession (Sawant, 2003; Newton et al., 2004). However, 
for AI and algorithms news, a redefinition of accountability is needed, with many discussing on whom this burden is to 
fall (Shin; Park, 2019). 
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The principle of transparency provides mechanisms for overseeing actions and making decisions and operations public. 
In the case of journalism, this entails explaining decisions to the public and offering the means to trace information 
back to its origin to verify accuracy and sincerity. There are less frequent exceptions that protect sources' confidentiality 
when required (Phillips, 2010). In the context of AI, transparency ensures oversight and the revelation of AI's 
autonomous operations and processes "in intelligible outputs, along with the provision of information about where, 
when, and how they are being used" (Fjeld et al., 2020). 

Accuracy entails providing precise and correct information. In journalism, it involves verifying, updating, and correcting 
information, as well as maintaining a commitment to avoiding falsehoods (Phillips, 2010; 2009). In AI, the principle of 
‘accuracy’ is defined as the ability to classify information correctly into the right categories or the capacity to make 
accurate predictions, recommendations, or decisions based on data or models (Fjeld et al., 2020). 

Finally, the principle of impartiality entails presenting balanced, fair, and unbiased information. While the idea of objectivity 
has been questioned in journalism, the concept of impartiality has endured (Ojala, 2021). In AI, this principle centers on 
fairness by avoiding bias and discrimination in the design, training, and deployment of data and information (Fjeld et al., 
2020). For a comparison between algorithmic news and non-algorithmic news based on these principles, see Table 1. 

Table 1: Principles of AI and Algorithmic News Opposed to Non-algorithmic News. 
AI & Algorithmic News Non-algorithmic News (Human Journalists) 

Used for structured data, routine news More complex analyses, questions, new phenomena 

Excelling at financial or sports reporting Excelling at interviews, editorial pieces 

Cheaper to produce greater quantity of news Distinct writing quality/style 

Potential for on-demand creation Need to adapt/update current role 

Accountability 

No clear responsibility for incorrect information (e.g. not clear whether it is the media 
outlet, the editor or the person who programmed the algorithm) 

Responsibility lies with the journalists 

Transparency 

No guidelines on how/if algorithmic news need to be labelled for the reader 
Usually, a piece of news is clearly attributed to one or 
more journalists 

Accuracy 

AI news has capabilities to process vast amounts of data 
AI may crosscheck larger amounts of data points at once 

Could be more accurate as humans can spot 
inconsistences or incorrect information better 

Impartiality 

Could be seen as more objective or impartial – however, can have bias imbued in its code 
Readers might not instinctively trust an AI 

Humans might generally be seen as more subjective 
Susceptible to political or ideological editorial leanings 

As can be seen in Table 1, when taking a closer look at the principles traditionally associated with journalism, new 
challenges arise with the advent of algorithmic news and AI. One of those issues is, for example, the question of 
accountability in the event of incorrect information generation and determining responsibility. Moreover, there is no 
clear guideline regarding whether or how algorithmically generated content should be labeled for the audience. Even 
understanding of how the audience makes sense of algorithmic operations is still nascent.  

As AI is still a comparatively new phenomenon, there is no clear consensus on who performs certain journalistic tasks 
to a better degree. For example, algorithms might provide content that is potentially more accurate as they cannot get 
tired (Graefe, 2016), or more diverse, and the AI may rely on larger databases or sources of information. However, 
there might be biases imbued in the data used to train the algorithms or in the coding process. On the other hand, a 
journalist’s piece might be more accurate as an algorithm may not have detected certain inconsistencies, the 
trustworthiness value of sources of information or could have misrepresented new factual developments. Moreover, it 
is still unclear which type of content is regarded better in terms of credibility and impartiality. Readers might not 
inherently trust AI in contrast to a human journalist. On the other hand, humans might be seen as more subjective in 
their reporting. This, however, neglects the fact that algorithms can have inherent bias which can stem from the person 
who programmed them either done deliberately or accidentally. 

3. News Selection 
 An important AI field of application lies in news selection. While for traditional, non-algorithmic news content every 
individual would see the same information, presented in the same way, in the manner that a newspaper has the same 
sections and articles regardless of who purchases it (Feezell et al., 2021), algorithms tailor what is shown specifically to 
a user. The gatekeeping role traditionally held by journalists and editors is upended (Calice et al., 2023).  

 Broadly speaking, selecting content with algorithmic 
help refers to “the leveraging of user-preference data 
through AI to provide customized news feeds” (Calice 
et al., 2023). This can occur on social media sites such 
as X (Twitter), Facebook, Instagram, TikTok, and 

 
Algorithms can have inherent bias which can 
stem from the person who programmed 
them either done deliberately or accidentally   
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YouTube, as well as on Google or Apple News, which are referred to as news aggregators (Rader; Gray, 2015; Thorson; 
Wells, 2016), or even on websites of news organizations and newspapers (Bodó, 2019).  

While nuances in algorithmic activities are usually hidden from the public eye, mostly for commercial reasons, in general 
terms customization can either be user- or socially-driven (Feezell et al., 2021).  

User-driven customization is based on a user’s own preferences  (Feezell et al., 2021; Bastian et al., 2019) which 
in some instances need to be explicitly stated such as unsubscribing form a certain news topic, or are implicitly 
fed into the algorithm tracing and considering the individual personalization, such as  clicking behavior, content 
engagement, etc. An example of this type of algorithm is YouTube’s recommendation system (Covington et al., 
2016; Feezell et al., 2021). The choices made are based on user attributes such as demographics, location, and 
previous behavior on the site like search and watch history. Based on this information, users are then 
recommended new content to watch. 

In contrast, socially driven customization clusters recommendations emphasizing users’ personal social network, and 
what they do in social media. Thus, socially driven algorithms merge input from users themselves as well as their friends, 
family, acquaintances and other online connections (Feezell et al., 2021). This type of algorithmic selection is mostly 
associated with social media platforms such as Facebook or X (Twitter) (Feezell et al., 2021; Kabiljo; Ilic, 2015), 
potentially exposing the user to information they were not actively looking for (Feezell, 2018) and featuring a broader 
spectrum of opinions as well as topics (Liang, 2018; Wojcieszak; Mutz, 2009).  

Table 2: Features of User and Socially Driven Algorithmic News Vs. Non-algorithmic News. 
Algorithmic Selection Non-Algorithmic Selection 

Based on user’s own preference and past 
behavior 

Based on user’s network Performed by journalists and editors 

Active: e.g., clicking to not see a certain topic 
Diversity of content dependent on network 
characteristics 

Same content for everybody 

Passive: based on user data Network heterogeneity dependent Presented in the same order 

Data used includes age, location, history, etc 
Includes data from friends, acquaintances, 
contacts 

 

More representative in YouTube or X (Twitter) 
More representative in Facebook, Instagram or 
TikTok 

More representative in traditional newspaper or 
radio 

However, while some algorithmic news options may be controlled by the users themselves, big portions of algorithmic 
selection cannot be easily altered by users with just a few clicks. Even though users might prefer certain types of 
algorithmic news selection, ultimately, an obscure and proprietary algorithmic formulation will be dictated by the 
technology companies and their digital platforms, including socially driven algorithms, as well as other variables 
designed to monetize the content (Kopf, 2020). This is somewhat reflected in a recent study by Pew Research Center: 
only 10 % of U.S. adults feel like they have a lot of control over what they see in their newsfeed (Rainie et al., 2022). 
Whether or not users appreciate algorithmic selection in general or which kind they prefer is, so far, unclear. While 
Yeomans et al. (2019) found evidence for preference of human selection, You et al. (2022) present results pointing to 
algorithmic appreciation. There seems to be an inclination towards user driven instead of socially driven customization 
(Kantar Media, 2017; Joris et al., 2021), even though users are wary of missing out on alternative viewpoints due to 
this type of selection (Joris et al., 2021; Monzer et al., 2020).  

Another important factor in algorithmic selection revolves around how this algorithmically predicted content might 
generate ad engagement, so it ultimately translates back into revenue (Narayanan, 2023). Depending on the platform in 
question, the focus can be on different aspects in this regard. For example, an important factor for YouTube is predicted 
watch time of a video (Fyfield et al., 2021; Gielen; Rosen, 2016) while Facebook recently mentioned highlighting of 
“meaningful social interactions” instead (Litt et al., 2020; Mosseri, 2018). Beyond a basic level of engagement with a post, 
platforms wish to propagate content that becomes viral, thus reaching immense popularity (Cheung et al., 2016). 
Engagement such as commenting can have a significant impact on the revenue tied to content (Yoon et al., 2018). As 
opposed to journalistic or informational value, virality means money. It is difficult to predict if and what content might go 
viral (Cheung et al., 2016), thus platforms make use of a host of information fed into algorithms which might then provide 
user with tailored content that will not only interest them but might ultimately achieve virality. 

4. Problems with Algorithms 
Literature has shown several problematic aspects of algorithms and news, which will be organized by the 
aforementioned principles. 

4.1. Transparency 

One of the main issues in regard to algorithms lies in the opacity of how they work. It is difficult for users to understand 
why they see certain content (Busuioc, 2021), and even attempts to reverse-engineer are challenging (Diakopoulos, 



Algorithmic News Versus Non-Algorithmic News: Towards a Principle-based Artificial Intelligence (AI) Theoretical Framework of News Media 

e330009 Profesional de la información, 2024, v. 33, n. 1. e-ISSN: 1699-2407     5 
 

2015). Even if the source code for an algorithm is available, it does not provide enough information on what algorithms 
learn from the data they gather and how it is weighted (Blacklaws, 2018). Thus, while journalistic gatekeeping 
traditionally followed comprehensible criteria (e.g., news values), this is not necessarily the case for algorithmic news 
selection. Some of the aspects factoring into algorithmic decisions might overlap with traditional journalistic criteria, 
however, the input of user data and how it is used to shape the selection process is a lot opaquer. As there is a lack of 
transparency (Diakopoulos, 2015) and controllability, ethical concerns have been raised (Diakopoulos; Koliska, 2017) 
pertaining to different areas including misinformation distribution, data protection, as well as homogeneity of 
presented content and effects thereof. 

Since it is difficult to determine and control what information is collected by algorithms, privacy of data and related issues 
such as misuse or even loss thereof are also prevalent topics in research (Boerman et al., 2021). While it is already difficult to 
exercise a certain degree of data restriction for skilled users, those with low levels of literacy feel the least in control over their 
own data (Boerman et al., 2021). By design, algorithmic data gathering is unobtrusive and even those with higher literacy 
skills might not always be aware of the constant ongoing collection (Büchi et al., 2021; Kappeler et al., 2023) as they are not 
consciously providing information (Micheli et al., 2018). In order to protect users and their data online, the European Union 
implemented the General Data Protection Regulation (GDPR). An important feature of this regulation entails the right to 
information, meaning that every user is able to request information concerning automated/algorithmic processes (Van 
Drunen et al., 2019), thus trying to increase algorithmic transparency. However, despite these provisions, it is not necessarily 
easier for users to navigate online. For example, the GDPR requires users to consent to a website’s terms and conditions 
(including the use of algorithms). Users might not read the entire list of terms before consenting or even be able to understand 
the information laid out and nuances thereof (Blacklaws, 2018). This shows that implemented regulations can only go so far 
in order to protect users. An important issue in this regard is algorithmic transparency with the lingering question of to whom 
they should be transparent to (Kemper; Kolkman, 2019). As demonstrated, users might not be able to fully grasp the 
mechanisms at work even when presented with social media content and information. Another problem in regard to the 
internet as well as algorithms lies in the possibility to virtually and seamlessly transpire across country borders (Hoffmann-
Riem, 2020), making it difficult to issue rules and regulations applicable across the board, which can lead to different laws for 
the same platform or content depending on the country (Flew et al., 2019).  

4.2. Accuracy and Accountability 

Many scholars have highlighted the significant role of AI and algorithms in the dissemination of fake news content as 
well as misinformation (Shin; Valente, 2020; Shao et al., 2018). Social media platforms and the algorithms at work  have 
been labelled as spreaders of such information (Lee, 2019). Facebook, for example, has in the past been accused of 
“exposing its users to low-quality and harmful information, including fake news, hate speech, and politically one-sided 
content” (Garz; Szucs, 2023), while YouTube was found to propagate conspiracy theories via its recommendation 
algorithm (Daucé; Loveluck, 2021). Dissemination of misinformation could have dire consequences for democracy. For 
instance, by distorting information, in the long run the legitimacy of certain elections or politicians could be questioned 
(Lee, 2019). Furthermore, as Christiano (2022) points out, it disadvantages particularly those with less knowledge about 
algorithms and limited AI literacy, as they might not be able to recognize fake news or protect themselves from receiving 
misleading information (Head et al., 2020), thus threatening political equality, and overall democratic well-being 
(Allcott; Gentzkow, 2017; Baptista et al., 2021).  

In a similar vein, another point raised by many voices relates to literacy in terms of algorithmic operations. Oftentimes 
these processes are conducted in the background without the user noticing or even being aware of what information 
is collected. In part, this lack of awareness goes hand in hand with lower levels of algorithmic literacy. Studies indicate 
that often users lack the vocabulary to articulate their experience with algorithms (Swart, 2021) and are not able to 
fully grasp the mechanisms at work (Swart, 2021; Fletcher; Nielsen, 2019). Moreover, users can have a difficult time 
differentiating news personalization and commercial targeting (Monzer et al., 2020), which further shows literacy 
problems in contact with algorithms and AI technologies. Even in spite of almost daily contact with algorithms, many 
lack ‘critical awareness’ about how their own actions shape algorithmic personalization (Schwartz; Mahnke, 2021). 
However, as Fletcher and Nielsen (2019) point out, despite not being able to fully grasp the mechanisms at work, users 
by no means accept algorithmic selection across the board either. 

While some users exhibit a certain skepticism towards algorithms in general, these kinds of evaluations differ depending 
on certain characteristics such as gender or education (Min, 2019). Especially younger users seem to exhibit more 
approval for algorithmic interventions (Fletcher; Nielsen, 2019). Nevertheless, users seem to share certain concerns 
when encountering algorithms. Some feel like they are losing control over what content they are exposed to (Volek et 
al., 2023). Personalization that cannot be actively shaped as for instance, the input drawn from a user’s network instead 
of choosing certain news topics themselves, is especially regarded in that way (Groot Kormelink; Costera Meijer, 2014). 
They are concerned about privacy issues based on the data algorithms (might) collect (Boerman et al., 2021) and are 
wary of the content (or lack thereof) one is exposed to after algorithmic selection (Bodó, 2019). 
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4.3. Impartiality and Fairness 

Furthermore, a concern raised by many when this type of selection started to become more prevalent focused on the 
homogeneity of content users would be confronted with. In traditional media, journalists would typically try to present 
balanced, unbiased news, which might not be the case with algorithmic filtering. Filter bubbles and echo chambers are 
terms coined by researchers in order to capture the idea that due to high filtration and customization, users would only 
be exposed to certain content without experiencing counter attitudinal information (Nguyen et al., 2014; Zimmer et 
al., 2019). Studies suggest that users are aware of this potential problem and are concerned about missing content 
contrary to their own viewpoints based on certain types of algorithmic selection (Joris et al., 2021; Monzer et al., 2020). 
Users and scholars alike are worried about overly homogeneous content leading, for example, to increases in 
polarization (Calice et al., 2023; Trilling et al., 2017) which could in turn be detrimental to democratic processes.  

Not only could the selection based upon a user’s implicit or explicit input lead to undesired results, those who created 
the algorithms might have (un)intentionally imbued their own biases into the code (Mittelstadt, 2016; Kemper; 
Kolkman, 2019). This could lead to imbalances in political information, enforcement of certain lines of thought or 
perpetuation of discrimination (Romei; Ruggieri, 2014; Mittelstadt, 2016; Kemper; Kolkman, 2019). However, others 
have highlighted the potential of fairer and more impartial decision making through algorithms in contrast to humans 
(Park, 2021) and the possibility of reducing political partisan bias (Calice et al., 2023). 

5. Impact of Algorithms. Algorithmic Vs. Non-algorithmic News 
As AI and algorithms have become more prevalent in many aspects of daily life, understanding their specific influence 
is challenging, and has only recently become a focus of academic research. Scholars have investigated the effect of 
algorithmic curation on several outcome variables – many of them pertaining to democratic processes like polarization, 
mobilization, etc. (Bessi et al., 2016; Calice et al., 2023; Poell; Van Dijck, 2015; Santos et al., 2021; Poell; van Dijck, 
2018). Results, however, are not entirely conclusive thus far, especially in a global context. 

One important research strand regards the potential threat of echo chambers and filter bubbles – two terms coined by 
research for constant exposure to homogeneous content in line with one’s own opinion. The connection between 
algorithmic news selection and increased polarization was proposed drawing on the potentially limited variety of 
opinions users might be confronted with after their news feed was filtered. However, as Feezell et al. (2021) recently 
showed, algorithmic news selection (user- or socially driven) does not contribute to polarization at a significant level – 
and neither do non-algorithmic news. Contrary to this finding, several studies point to polarization-enhancing effects 
of self-selective exposure to political or partisan news in particular (Knobloch-Westerwick; Meng, 2011; Stroud, 2010). 
It should be noted, though, that most studies in this regard are conducted in the United States, a “bipolar political 
system” (Zuiderveen Borgesius et al., 2016), which means polarization in this context could differ from other countries 
with more parties (Trilling et al., 2017). 

Another research area has concerned itself with the effect of algorithmic news on knowledge. Based on the fact that 
algorithmic selection allows users to avoid content if they wish to and could expose them to only one-sided information, 
knowledge gaps might emerge in society (Zuiderveen Borgesius et al., 2016). While decades worth of research have 
connected traditional news use with political knowledge (Lee; Yang, 2014), social media news consumption (which is 
strongly associated with algorithmic selection) has produced no significant influence on political learning (Shehata; 
Strömbäck, 2021). Castro et al. (2022) highlight that depending on the (European) country in question, effects and 
effect sizes can vary substantially. For the Korean context, Park and Kaye (2019) even found a positive effect of social 
media news use on political knowledge. However, as Zuiderveen Borgesius et al. (2016) point out, effects on knowledge 
tend to be relatively small. Furthermore, there could be great variance based on the vast amount of individualization 
present, thus many users might not be affected at all (Valkenburg; Peter, 2013). Consequently, there is so far no clear 
consensus on the impact of algorithmically curated news in this regard. 

 Similar to the link between traditional news consumption and political knowledge, research has established a 
connection between this type of news exposure and political participation. Interestingly, two recent studies point 
instead to the positive influence of algorithmic and social media news consumption while in both studies non-
algorithmic/offline news had no significant effect 
(Feezell et al., 2021; Ohme, 2021). This speaks to the 
potentially positive influence of algorithmic news 
selection as it increases participatory behavior in 
different forms, even though based on results 
regarding knowledge it might not necessarily be well-
informed participation.  

 
Algorithmic news selection has a potentially 
positive influence by increasing participatory 
behavior in different ways, even though 
based on results regarding knowledge it might 
not necessarily be well-informed participation  
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6. Discussion 
With AI and algorithms being present in almost all 
aspects of daily life, including the news media 
landscape, the purpose of this paper was to summarize 
and organize the current state of research on news 
production and curation in relation to algorithms and AI. Moreover, we contrast new developments with the most pressing 
principles pertaining to professional journalism (McBride; Rosenstiel, 2013). To do so, we compare algorithmic versus non-
algorithmic news and rely on principles that are guiding the journalistic profession and are currently shaping AI 
development, performance and level of autonomy (Gil de Zúñiga et al., 2023)  such as accountability, transparency, 
accuracy, and impartiality/fairness (Fjeld et al., 2020; Farley et al., 2014). We also discussed the impact of algorithmic 
news on participation and knowledge. This comparative approach based on principles facilitates the assessment of AI and 
algorithm-based news, its theorization, and effects revolving around news use and exposure to public affairs information. 
Regarding the question whether the influence on society is positive or negative, results are seldom black or white. 
Research has pointed to both positive as well as negative effects and highlights possibilities as well as challenges for 
the future of algorithms. 

For example, algorithmic news selection could be beneficial to users when navigating the broad media landscape the 
internet offers (Van der Velden; Loecherbach, 2021). Facing more outlets and information than ever before, users 
might feel a sense of news overload, of becoming overwhelmed by too much information at hand and being unable to 
filter out what is relevant to them. Algorithms could be a helpful tool in assisting users in this task.  

Algorithmic news selection might not necessarily make users smarter, however, they appear to become more 
participatory. Thus, there seem to be differences between algorithmic and human news selection, even though 
research points to gaps smaller than initially assumed in many cases. With new means of political participation offered 
by the internet (e.g. sharing or commenting on political news, following a politician), it is unsurprising that information 
consumed on online platforms might aid in fostering this type of engagement. As algorithms are strongly associated 
with social media platforms, and news content presented there cannot be disentangled from algorithmic selection, it 
stands to reason that algorithmic news selection positively impacts political participation. However, positive effects on 
knowledge are scarce which marks a main difference from traditional news consumption. Both might make readers 
more participatory (Saldaña et al., 2015), but only traditional media seems to increase knowledge. Furthermore, it 
appears that social media news consumers not only gain less political knowledge, the also overestimate how much they 
know (Yamamoto; Yang, 2022). This development could have profound effects on democratic processes, and 
implications of these findings need to be discussed.  

The biggest challenges lie in providing legal frameworks for algorithms and in increasing literacy among users. As 
algorithms tend to be extremely opaque and can vary significantly in their functionalities, it is difficult to introduce 
regulations that cover every aspect. Furthermore, the border transcending nature of online applications raises more 
challenges in passing laws that would be applicable to all sites using algorithms. Despite these challenges, it is relevant to 
promote regulations and policy initiatives that increase the levels of accountability and transparency. Companies and 
programs that rely on AI and algorithm-based content need to be more careful and transparent concerning the processes 
and data used to train, code and distribute the algorithmic content to ensure better standards of accuracy and fairness.  

Moreover, as was laid out with the example of the GDPR, even when legislation is put in place, it might not adequately 
be able to protect users due to lack of knowledge on their side. Thus, additional measures to raise both awareness of 
and literacy about algorithms need to be promoted.  

Also, in the case of news, journalism follows ethical principles that should not be disregarded just because the news 
production and selection is based on AI-algorithms. Literature shows that the problematic areas are lower levels of 
transparency, accountability, accuracy and impartiality or fairness. Thus, besides the promotion of legal frameworks 
and users’ literacy, news media institutions should empower stakeholders who actively care about the data and 
processes involved in the use of algorithms in the news production.  

Algorithms are omnipresent, permeating every aspect of our daily lives, including the realm of news production and 
consumption, practically making it nearly impossible to avoid interaction with them. AI algorithmic news is neither 
inherently good nor bad but provides new grounds for both bright potential and gloomy perils within the news media 
ecosystem. The only thing that is certain is that algorithms are here to stay and will continue to evolve in the future. It 
is paramount that both legislation and users understand these features, keep abreast of increasing algorithmic 
developments, and gain the necessary skills to protect everyone’s privacy and data. 
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