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Abstract

We present data from a survey conducted in Spain (N = 1003) in March 2022. We analysed fact-checker activity to obtain daily information regarding disinformation content encountered in the three weeks before the survey was launched. The research team analysed the material found to identify content that was related or that belonged to similar narratives. The goal was to identify the key disinformation narratives that were spreading before the survey, rather than just isolated content, to test the reach and impact of disinformation narratives, as well as spreading patterns, through survey research. Results point towards the fact that disinformation narratives were spread among a majority of respondents, with TV and social media being the main media responsible for spreading them. In addition, those that received the narratives before were more likely to believe them, indicating the disinformation narratives’ potential high impact.
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1. Introduction

The study of the real impact of disinformation in our societies is a complex endeavour. Foreign-sponsored misleading content and anonymous bots and social media profiles mix with domestic actors and content creators, who seem to always be one step ahead of fact-checkers and automated countermeasures (Almenar et al., 2022). Election times, or relevant current issues such as covid-19 pandemic or the Russian invasion of Ukraine, trigger alarms about the vast array of content created to mislead the public. Scandals such as Cambridge Analytica or proven involvement of Russian operators in USA elections showed how disinformation campaigns are aimed at diminishing societal trust and reinforce pre-existing societal cleavages (Colley; Granelli; Althius, 2020; Casero-Ripolles; Doménech-Fabregat; Alonso-Muñoz, 2023). This also involves news media, who sometimes act, willingly or not, as amplifiers of such narratives (Waisbord, 2018). Consequently, news media, which have been absorbed by the attention economy (Wu, 2020) and are currently in search of successful business models (Newman et al., 2022), contribute to said diffusion by utilising techniques associated with sensationalism that increase the effectiveness of misinformation disseminated (Staender et al., 2021). Moreover, the role of the audience in disinformation spreading patterns needs to be also taken into account. As “unwilling crowds” (Starbird; Arif; Wilson, 2019) audiences not just passively consume misleading content, but share it, reshape it into a different format, or comment on it, contributing to its dissemination. Previous research has found, precisely, that the goal of disinformation campaigns is to move beyond like-minded audiences to reach broader publics, through multiple kinds of content and spreading strategies, continuously through time and aiming at social reproduction and remediation (Wilson; Starbird, 2020; Flore, 2020). Hence, as stated by Starbird, Arif and Wilson, “evaluating disinformation is less about the truth value of one or more pieces of information and more about how those pieces fit together to serve a particular purpose” (Starbird; Arif; Wilson, 2019, p. 3).
Taking this into consideration, our goal is to analyse the impact of disinformation in Spain from a holistic point of view. We will focus our attention on disinformation narratives, understanding narratives as a group or collective of content that refers to the same idea or story, based on current societal polarised issues, with a moral base that plays with emotions through a certain degree of plausibility (Dawson, 2021). Previous studies have focused on the capacity of organised disinformation campaigns to increase societal polarisation and distrust (Colley; Granelli; Althuis, 2020) through the use of narratives (Weinberg; Dawson, 2021). Such narratives are designed to target specific societal groups or audiences, with content designed for them and spread through different platforms (Dawson, 2021). However, the ultimate goal of disinformation campaigns is not just to reach these specific publics, but to get to broader audiences. To do so, the common strategy is to play with emotions and polarising or divisive political topics (Bánkuty-Balogh, 2021), increasing visibility and spreadability, ensuring that common audiences become unaware collaborators in the spread of misleading content (Bastos; Mercea, 2018). Here it is key that the narratives have a certain degree of plausibility or credibility. At least, some part of true facts that can be traced or accepted, which increases their chances of being accepted by a broader audience (Starbird; Arif; Wilson, 2019).

Hence, we will not focus on specific content or stories shared in a particular platform, but rather, on how these pieces fit together to “build narratives”. Around any given narrative or core idea multiple different related content exist, originally created as part of a disinformation campaign, or remediated and spread by anonymous citizens or amplified by news media or political actors. A single piece of content can be easily forgotten. However, the underlying narrative is more likely to be remembered, and therefore, easier to be tracked and researched. More specifically, we are interested in researching the reach (understood as the spread of such content among a certain audience) and impact (the capacity of content to pass as true and therefore, mislead those who receive it) of disinformation narratives, together with their spreading patterns. In the theoretical background section we will develop these concepts more in-depth, explaining also the hypothesis that will guide our research. In the methodology section it will be introduced how disinformation narratives were identified, together with how our survey has been designed. The results and discussion sections will show our main findings and relate them with previous literature in the field.

2. Defining reach and impact of disinformation narratives

With already some years of existence, the field of disinformation research has seen some papers that attempt to summarise the main findings and trends in the field (Jankowski, 2018; Kapantai et al., 2021; García-Marín; Salvat-Martinrey, 2022; Pérez-Escolar; Lilleker; Tapia-Frade, 2023). At an initial stage, the concept that dominated the field was fake news, rather than disinformation. However, as the concept was used in political discussion to blame non-aligned news media, it became more an example of societal struggles to hegemonise reality rather than a useful academic construct that might guide empirical research (Farkas; Schou, 2018). The field now uses the broadly accepted concept of disinformation, referring to false or misleading information that is deliberately spread through multiple platforms to deceive or manipulate public opinion. Wardle and Derakhshan (2017) include it in the typology of information disorders, based on the motives behind the creation or spread of such content. It divides between mis-, dis- and mal- information, being the first one when false information is shared without intention, the second when false content is shared intentionally and, the third, when genuine information is spread with the intention to cause harm. As Kapantai et al. (2021) argue, the field of disinformation studies can be classified according to two main areas of research: i) studies that conduct research on the extent or degree of dissemination of disinformation and ii) studies that are more interested in the effects or impact of disinformation content. It can be added here a third area of research, gathering studies that focus on the remedies or strategies focused on countering or mitigating the effects of disinformation. Here we will find research that focuses on how media literacy helps to identify misleading information (Amazeen; Bucy, 2019; Vraga; Bode; Tully, 2022; Sádaba; Salaverría, 2023) or the effects of fact checking institutions, with interesting results about the capacity of fact-checks to shape factual beliefs, but having minimal effects on candidates evaluations despite proven falsehoods (Nyhan et al., 2020). This is an area of promising research, as different authors have proven the capacity of citizens to identify misleading content once exposed to fact checks, although partisan motivated reasoning, cognitive bias and well established political beliefs seems to be still of high relevance (Hameleers, 2020; Freiling et al., 2021). Furthermore, more recently in this third area of research it can be included also research that focuses on regulatory and self-regulatory mechanisms, as national governments and EU start to adopt regulations to counter disinformation, especially in relation with online platforms (Espaliú-Berdud, 2022; Napoli, 2019). However, despite its relevance, in this research we will focus on the aforementioned two main areas (the extent or degree of disinformation dissemination and its effects or impact), due their stronger relation with our research goals.

2.1. Reach of disinformation

An analysis of previous research shows that to study the dissemination of disinformation content has been a main concern since early years. This has even given rise to what some authors have called “misinformation on misinformation” (Altay; Berriche; Acerbi, 2023). That is, how narratives about online misinformation continue to gain traction despite evidence that its prevalence and impact are overstated. Previous research has mostly focused on the propagation of disinformation on social media, with a special focus on Twitter and, to lesser extent, Facebook. These kinds of studies focus generally on one single social media, researching the dissemination of a certain content or story. Different studies have shown how false content spreads faster and deeper than truth or verified information, especially if the content on Twitter is related to political issues (Vosoughi; Roy; Aral, 2018). Furthermore, it seems common or ordinary citizens are
the ones responsible for the spread of false content on social media, rather than automated profiles or bots (Brennen et al., 2020). Citizens tend to share content about public issues that they consider more likely to be true or that relates with pre-existing attitudes or particularly strong beliefs (Buchanan, 2020), preferably among like-minded peers rather than through open platforms in which anyone can see, and reply (Das; Schroder, 2020; Suau, 2015). Content directly identified (correctly or not) as untrue or of dubious nature is less likely to be shared or interacted with (Das; Lim, 2020). Hence, disinformation has a certain participatory nature: instead of passive receivers or consumers of disinformation content, audiences have an important position in the spread of such content (Wilson; Starbird, 2020; Wanless; Berk, 2021). As Starbird, Arif and Wilson (2019) define, audiences act as “unwilling crowds”, sharing, commenting or even remaking into a different format those contents that are related with stronger emotions or beliefs.

Furthermore, even in highly polarised scenarios such as the US elections Russian-sponsored accounts on Facebook and Twitter, despite publishing great amounts of content, hardly managed to reach general audiences (Spanger et al. 2018; Zannettou et al., 2019). Arce-Garcia, Said-Hung and Mottareale (2022) found similar results in Spain when studying astroturfing strategies of covid-related disinformation dissemination in Twitter, concluding that reach of such content was low among the overall population. Astroturfing –Astroturf company sells artificial grass for sports fame avenues– is not limited to what happens online. However, it is currently used to describe situations where certain users or bots act in an organised manner. These users are generally presented anonymously on social networks, appear to have no connection with one another, and followed by a small number of individuals. All of these factors are connected in a way that give credibility to the idea that public opinion has generated a movement. This type of circumstance occurs preferably in a political context, implying the emergence of more specific concepts such as political astroturfing (Howard, 2006; Walker, 2014), “a campaign in which participants appear to be part of a genuine grassroots movement or sentiment, while it is in fact orchestrated centrally and top down” (Kellet et al., 2019, p. 1).

This common type of manipulative behaviour that creates additional problems for social media platforms and the online environment in general (Chan, 2022) has been applied and associated with the spread of disinformation (Cho et al., 2011; Leiser, 2016), as well as with its psychological effects (Zerback; Töpfl; Knöpfle, 2021).

Studies focused on the dissemination or spread of disinformation paid attention also to closed platforms. Due its technological affordances and popularity among the population of many countries, WhatsApp has been considered a fertile environment for disinformation to spread (Chagas, 2022; Maros et al., 2020). Hence, it has been the focus of most of the research, despite the fact that its information is encrypted and therefore complicifies research on what users share. Masip et al. (2020) highlighted the role of WhatsApp as spreader of disinformation during confinement, although most citizens did not report in their survey high level exposure to disinformation. Cardoso, Sepúlveda and Narciso (2022) in a research about audio misinformation spread in WhatsApp also during Covid-19 pandemic noticed that sharing (and producing) misinformation occurs spontaneously, in relation with strong emotional attitudes towards certain topics or events. Hence, the conceptual model of dis/mis/mai information (Wardle, 2018) based on the intention to mislead might prove useful to assess some content with proven authorship, but complex to apply if we take into account the participatory nature of disinformation. Regarding formats of disinformation spread on WhatsApp, the research of Moreno-Castro et al. (2021) shows that during Covid-19 pandemic in Spain audio, images and videos were similarly relevant (30% of found content each), with texts threads having some more relevance in terms of numbers (around 39%). In their research focused on two different political events in Brazil, Resende et al. (2019) found a predominance of images as the most common format, while also spreading patterns as most content on WhatsApp has been spotted previously on social media or other websites. Interestingly, their research also shows that disinformation content remains being shared on the platform for more than 4 days, spreading through different WhatsApp groups. Despite the relevance of previous research, it is still hard to assess the real dissemination of disinformation content spread through WhatsApp among the general population. Moreover, as disinformation becomes “participatory” and spread through social media and messaging apps it is necessary to consider the extent to which this kind of content may reach different societal groups. Recent research discusses the existence or not of the echo-chamber effect, which states that due selective exposure and attention citizens tend to be exposed, especially on social media platforms, to ideologically aligned content (Masip; Suau; Ruiz-Caballero, 2020; Cardenal et al., 2019). Furthermore, confirming, even if at least partially, the echo-chamber theory, previous research found that fact checks are generally spread among similar audiences, hardly reaching those most likely to be convinced about misleading information (Hameleurs; Van-der-Meer, 2019; Shin; Thorson, 2017).

Although social media and messaging apps focused most of the attention of studies aimed at assessing the dissemination of disinformation, relevant research has been done also on tabloid or highly polarised news media outlets. For example, Chadwick, Vacciari and O’Loughlin (2018) found that readers of tabloid press were more likely to disseminate misleading content. Other research has focused on websites labelled as fake news producers, finding that its relevance in terms of daily users or penetration in society is scarce. In the US, Guess, Nyhan and Reifler (2020) argue that sharing from websites identified as producers of fake news was relatively scarce in 2016, being more likely between citizens 65 or older and among right-wing ideology and/or pro-republican party. Studies conducted in different countries show that such spaces, even including their social media presence, gather just between 0.15 to 6% of the population (Grinberg et al., 2019; Allen et al., 2020; Fletcher; Nielsen, 2018). Particularly interesting is the findings of Allen et al. (2020), which indicate that in the US disinformation spread from TV is highly more relevant than in social media, although the focus
here is mostly still on hyper partisan news. It is precisely the role of traditional news media in the spread of disinformation which is still less understood and researched (Tsafit et al., 2020). Few attention has been given to the possibility that traditional news media outlets may also be producers of disinformation. However, their amplifying effect has been widely researched (Phillips, 2018): as news media have to cover speeches and declarations of political leaders, is inevitable that news media end up contributing to the spread of disinformation and even conspiracy theories, even if they report with clear warnings, corrections and red flags (Lewandowsky et al., 2012; Walter et al., 2020; Waisbord, 2018).

At this point, it is relevant to highlight that in our country of study, Spain, TV has an important relevance as a source of news, still higher than social media, while print and radio news reach around a quarter of the population (AIMC, 2022; Newman et al., 2022). Hence, our study of the spread of disinformation narratives needs to take into account also more traditional formats of news media consumption, such as TV, radio and press, to test the spread and impact of disinformation narratives. At the same time, it is necessary also to reflect on the lack of trust that Spanish citizens show on traditional media outlets. As shown in periodic studies (see here Newman et al., 2002, as well as previous Digital News Reports) trust on news has been declining since 2017. Despite generalised lack of media credibility and reliability, news media outlets, or legacy media, are showing still higher levels of trust than online media or online media platforms (Fernández-Torres; Almansa-Martínez; Chamizo-Sánchez, 2021; Besalú; Pont-Sorribes, 2021). However, research in Spain has shown that this generalised lack of trust, combined with political polarisation, creates a general perception of news media as disinformation producers. Masip, Suau and Ruiz-Caballero (2020) has shown how Spanish citizens clearly position news media outlets according to ideological positions. Furthermore, they tend to identify those news media identified as ideologically non-affine as disinformation producers, not as legitimate journalism, a pattern that repeats in different countries and that can be attributed to political polarisation (Van-der-Linden; Panagopoulos; Rozenbek, 2020).

As mentioned in the introduction, reach can be understood as the capacity of certain content to spread among the general population. Or, at the level of localised reach, the capacity of disinformation content to target specific audiences or subpopulations (Allen et al., 2020). Despite general concerns about the spread of disinformation, as shown in former paragraphs, studies that researched the reach of such content point precisely towards a situation of limited reach regarding the general population. Previous studies focused mostly on certain kinds of content on one social media platform. Although our approach is different, researching disinformation narratives rather than specific pieces of content, measuring reach in terms of the percentage of respondents who have heard about a certain narrative. Hence, basing on previous studies our first hypothesis will be as follows:

H1: Disinformation narratives have limited reach among the public, with higher degrees depending on the polarisation nature of the narrative or its connection to political issues.

H2: Disinformation narratives will be more spread through TV than digital media, with social media and messaging apps having also a predominant role.

However, the dissemination of disinformation narratives does not ensure their impact. Despite the growing body of literature on disinformation, we still do not fully understand the effects that the production and dissemination of such content has in society (Zannetou et al., 2019). Previous research provides different considerations of the concept of impact. Research based on elections time in different countries highlighted the capacity of disinformation campaigns to shape election results, which will be a proof of their impact (Kazeem, 2018; Kapantai et al., 2021). Other studies about public opinion stress the importance of disinformation in polarising society and contributing to extremism (Müller; Schwarz, 2020; Bursztyn; González; Yanagizawa-Drott, 2018). In Spain, a study by Casero-Ripolles, Doménech-Fabregat and Alonso-Muñoz (2023) based on citizens’ self-reporting perceptions highlights the capacity of disinformation to shape citizens’ positions and beliefs. Relevant here are other methodological approaches based on experiment design (Richter, 2017). Participants were shown video clips from RT and/or from BBC, to then test their opinions about the subject. Participants just exposed to RT content were more likely to express a negative opinion of Western policy and were even more likely to trust several fake narratives about Russian-speaking Ukrainians. As pointed out by Starbird, Arif and Wilson (2019) the body of literature on the impact of disinformation provides so far different results, as well as a varied selection of methodological approaches. The key aspect here is that, although it is possible that effects of disinformation content are lower than is perceived by the general public, it is plausible that these effects are in fact hard to measure, as it happened with more traditional formats of propaganda (Bittman, 1986). Effects are likely going beyond the impact of a certain content, being more acute when narratives are spread through time and in multiple formats. Hence, rather than individuals affected by a particular story on social media, what is more likely is that perceptions are shaped if exposed to a continuous flow of misleading information (Katz; Lazarsfeld; Roper, 2017; Marwick, 2018).

The idea that exposure may have an effect on attitudes, beliefs and political positions has been a long time present in communication studies (Gilbert; Tafarodi; Malone, 1993; Nyhan, 2020), highlighting also the potential effect of repetition and exposure through time to different formats about the same topic, disregarding how fake the content might be (Fazio, 2015; Prior, 2005; Guess; Nyhan; Reifler, 2020). As disinformation narratives are designed to attract attention and play with emotions and its contagion (Kramer; Guillory; Hancock, 2014; Stieglitz; Dang-Xuan, 2013) or current cleavages in society, they might be specially successful in shaping views and perceptions. As Flore (2020) points out, repetition increases the ease with which content is analysed and processed, which diminishes accuracy of heuristic mechanisms to assess its veracity.
Hence, we will assess the impact of disinformation narratives, measured in terms of how many respondents believe each narrative, with our third and fourth hypotheses:

H3: Those citizens that have received the narrative before are more likely to believe it than those that have never heard about it.

H4: The effect of “having received the narrative before” is similar in all narratives under study.

3. Methodology

Our methodological approach started with the identification of the most relevant disinformation narratives. We choose to study a three-weeks period, from February 14th to March 7th 2022. No elections at local, regional or national level took place during these weeks, which accomplished our goal to choose a time frame in which no particular relevant event happened, to test disinformation narratives out of elections or particular breaking events. To identify the narratives we used a methodology tested in a previous research at regional level during last Catalan elections (Suau, Cruz and Yeste, pending publication). This consists in studying the different material identified as disinformation by Spanish fact-checkers Newtral, Molrida and Verificat, based on the fact-checks published in their websites. The fourth week analysis was conducted on a daily basis, building an excel database that classified fact-checks according to key words and topics addressed. In total, 163 fact-checks have been collected. After the data collection process was concluded our goal was to cluster all content into disinformation narratives. The selection was shared with journalists from fact checker Newtral, so both research team and fact checkers could work on clustering the topics related to fact-checks into disinformation narratives. A team of two people from Newtral and two researchers worked separately to codify the collected fact-checks. Per each fact-check each team assigned gathered the following information into an excel file: i) a description of the disinformation content identified in the fact-check; ii) up to 6 keywords to resume it; iii) a statement summarising the narrative or idea that the disinformation content is referring to. The two excel were then shared between both teams, to make comments and analyse differences. This process took three days, so by March 10th both teams agreed on 6 main disinformation narratives. To choose the narratives, the following criteria were followed: i) Must be narratives that have been linked to more than one fact-check; ii) Must be narratives referred to national issues, as the survey was to be distributed in all Spain; iii) Must be narratives related to content spread through multiple platforms. The narratives were then identified with a keyword and a description sentence (see table 1). The process has to be done in a short time period, as the main intention of our survey is to test disinformation narratives that are currently happening or that have spread just some days ago.

As Table 1 shows identified narratives are related to different topics. Not surprisingly, two of them (Ns 1 & 5) are related to covid-19 pandemic. Another one, about the war in Ukraine (N2). Despite their relevance, none of these topics is divisive in the sense that represents a certain political cleavage in Spain. Conversely, the rest are related to divisive political issues in current Spanish politics. N3 is related to immigration, while N4 to economy and party positions and N6 to the Catalan case, particularly relevant during recent years. As a conclusion, we expect narratives 3, 4 and 6 to be of a more polarising nature in terms of analysis of results.

Table 1. Identified disinformation narratives (originals in Spanish) (source: authors’ own elaboration)

<table>
<thead>
<tr>
<th>Number</th>
<th>Narrative</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Poland, Sweden and Norway have filed a lawsuit against the World Health Organization accusing it of infecting Europe.</td>
<td>Covid&amp;WHO</td>
</tr>
<tr>
<td>2</td>
<td>Russia is surrounded by hundreds of NATO bases, of neighbouring countries just China and Mongolia have none.</td>
<td>Russia&amp;NATO</td>
</tr>
<tr>
<td>3</td>
<td>Young immigrants can collect 450 rental assistance, 250 social bonus plus 200 for being immigrants. If they are “MENAS”, up to a supplement of 1,125 euros.</td>
<td>MENAS</td>
</tr>
<tr>
<td>4</td>
<td>The labour law reform has been approved by a vote cast in error. As it is an error, it can be corrected and if the president of parliament does not respond to these requests, the government party is committing an illegality.</td>
<td>Labour law</td>
</tr>
<tr>
<td>5</td>
<td>The mRNA-based covid vaccines are scientific trials of unproven effectiveness and with side effects not yet detected</td>
<td>Covid vaccines</td>
</tr>
<tr>
<td>6</td>
<td>The Spanish language is not taught in schools in Catalonia. It is common for children to finish school with a much lower level of knowledge than in the rest of Spain</td>
<td>Spanish in CAT</td>
</tr>
</tbody>
</table>

The survey was launched on March 10th until 16th, online, with N=1,003, among Spanish residents between 18 and 74 years old, with a margin of error of +/- 3.4% for a confidence level of 95% and p=q=0.5. The survey company Gesop was hired to conduct the fieldwork, which was conducted with the usual stratified with uniform affixation sampling method. The strata are formed by the crossing of sex and age, at a rate of 125 interviews in each of the eight strata resulting. Within each stratum, the questionnaires have been distributed accordingly, proportional by autonomous community and size of the municipality of residence. The final distribution included 49% of men and 51% of women. Regarding age 16,95% from 18-29 years old, 28.81% from 30-44, 32% from 45-49 and 22.23% from 60-74. The survey utilised an online panel and ensured the anonymity of respondents. Personal information was not collected as part of the survey process, thereby eliminating any risks associated with the storage and handling of sensitive data. The survey design
adhered to the principles outlined in the General Data Protection Regulation (GDPR) to ensure compliance with data protection regulations. As such, the survey methodology prioritised the protection of participants’ privacy and the confidentiality of their responses. In terms of data storage and access, the survey data was stored on secure servers provided by a reputable survey platform (Gesop). These servers were compliant with industry-standard security protocols to safeguard the data from unauthorised access. Only the research team had access to the survey data, and strict confidentiality measures were implemented to ensure that individual respondents could not be identified or linked to their responses. Regarding informed consent, participants were explicitly informed about the purpose of the research, the voluntary nature of their participation, and the confidentiality measures in place. They were provided with a clear and concise explanation of the survey’s objectives and potential risks and benefits. Prior to participating, respondents were required to provide their consent electronically by affirmatively agreeing to a consent statement presented at the beginning of the survey. The consent statement reiterated the voluntary nature of participation and assured respondents of the confidentiality and anonymity of their responses. All methodological aspects of the research are in line with the standards of the authors’ university Ethical Committee.

The survey was structured according to the aforementioned narratives. After an initial set of socio-demographic questions (including here ideology, party identification and media engagement\(^4\)), each narrative was presented with a set of questions:

- has the respondent heard the narrative before;
- does the respondent agree with the statement (1-5);
- which media or platform have they heard it from, just one possible answer (if this was the case); and
- had they shared related content.

We conducted the statistical analysis using the R programming language, a widely used tool for statistical computing and data analysis. \(R\) provides a comprehensive suite of packages and functions for conducting various statistical procedures. Specifically, for this study, we utilised several \(R\) packages for data analysis, such as “tidyverse,” “ggplot2,” and “dplyr,” among others. These packages allowed us to efficiently manipulate, clean, and visualise the survey data. Additionally, we employed various statistical procedures available in \(R\) to examine the research questions and test hypotheses. The Results section explains the different procedures used to test the aforementioned hypothesis.

4. Results

Our first hypothesis (H1) stated that disinformation narratives were likely going to have a limited reach among the public, with differences among them depending on the topic addressed (higher the more political or polarised). However, results show otherwise (see figure 1). Just one of the narratives shows limited reach (N1-Covid&WHO), being heard by 29% of respondents. Other two narratives (N3-MENAS and N5-CovidVaccines), related to immigration and covid-related disinformation, were spread among 60%. Despite being a high percentage, there were three other narratives that over-pass 70% reach. These were N2 (Russia&NATO), N4 (Labor law) and N6 (Spanish in CAT). Hence, results showed that 5 of the 6 identified narratives were highly spread among the respondents of our survey. The next step is, then, to identify how citizens were exposed to those narratives. Hence, our first hypothesis is not verified, as all narratives but one were spread among more than 50% of respondents, showing then high levels of reach, rather than low ones. Furthermore, apart from N1, all other narratives show levels of reach between 60-70%, being just N6 close to 73%. The small differences among narrative in terms of reach does not allow us to decide if a more polarising nature of a certain narrative implies higher reach levels.

Our hypothesis 2 states that disinformation narratives will likely be more spread through television rather than digital media, with also social media playing an important role. Table 2 summarises our findings here. It needs to be highlighted that in order to structure the table we have grouped different answers into the six final categories. The category “TV” groups both “news at TV” and also “entertainment programs at TV”, although this last one reported actually almost irrelevant results. Category “Social Media” includes most of the common social media (Twitter, Facebook, Instagram, etc.)
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tagram, TikTok...) but also messaging Apps such as WhatsApp or Telegram. The category “Public talk” gathers results from different situations such as “Talking with friends or family” or “Talking at workplace”. “Radio” includes traditional radio and also podcasts (although this last one reported almost irrelevant results). Finally, the category “Digital” collects both websites of legacy media and digital native ones. The table stresses in dark green the most common channel of dissemination per each narrative, with a lighter green for the second one and an even lighter green for the third one. As it can be seen, TV is the most relevant spreading channel in three of the narratives (N2, N4 and N6) while Social Media dominates in the other three (N1, N3 and N5). While the role of Press, Public talk and Radio is scarcely relevant, Digital represents a relevant role in the spread of disinformation narratives. Although it never reaches first position, it represents between 14 and 27% of the spread of disinformation narratives. Furthermore, it is relevant here to stress that spreading patterns show great degrees of variability. For example, N4 (labour law) was heard by 60% from TV, while just 14% heard it from Digital and 13% from Social Media. This might be the fact that is related to a political debate that was happening at that time between the two main political parties in Spain. Similar results show N6 (Spanish in CAT) with also greater presence through TV and around 18-20% in Digital and Social Media). In comparison, N1 (Covid&WHO) and N3 (MENAS) show very different patterns, being spread through Social Media (36 and 41% respectively). Hence, N1 seems to follow a mostly online pattern, as is also the one in which Digital shows higher levels (27%) while is the one with lower results at TV (21%). Finally, N5 (Covid Vaccines) is the one that shows more similar results among the three most common channels: 36% from Social media, 32% from TV and 19% from Digital. Results confirm our hypothesis 2, which states that disinformation narratives were going to be more spread through TV than digital media, with social media and messaging apps having also a predominant role. Interestingly, two of the three narratives (Ns 4 & 6) that we identified as part of political debate are reaching citizens mainly through television. The other narrative that is being mostly heard from TV is N2 about war in Ukraine. This might be because the conflict had a daily presence in the news. In general, narratives 2, 4 and 6 the ones where TV plays a greater role were also the ones with higher levels of reach. For the rest of the narratives, social media plays a predominant role. These are the ones with lower levels of reach, although as stated the difference is of around just 10 points. Except for N1 which was the only narrative with a low level of reach (29%). This is the narrative that shows a very different spreading pattern: mostly online through social media and Digital, with the lowest relevance from TV (21%).

Table 2. Spreading channels of disinformation narratives

<table>
<thead>
<tr>
<th>N</th>
<th>Press</th>
<th>Digital</th>
<th>TV</th>
<th>Public talk</th>
<th>Radio</th>
<th>Social Media</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.2993</td>
<td>27.0073</td>
<td>21.1679</td>
<td>0.7299</td>
<td>7.6642</td>
<td>36.1314</td>
</tr>
<tr>
<td>2</td>
<td>2.2760</td>
<td>21.0930</td>
<td>43.8540</td>
<td>0.6070</td>
<td>5.6150</td>
<td>26.5550</td>
</tr>
<tr>
<td>3</td>
<td>3.4880</td>
<td>18.6050</td>
<td>28.0730</td>
<td>3.9870</td>
<td>4.4850</td>
<td>41.3620</td>
</tr>
<tr>
<td>4</td>
<td>4.1787</td>
<td>14.1210</td>
<td>60.0865</td>
<td>0.8646</td>
<td>7.0605</td>
<td>13.6888</td>
</tr>
<tr>
<td>5</td>
<td>3.2990</td>
<td>19.4440</td>
<td>32.2920</td>
<td>2.2570</td>
<td>5.9030</td>
<td>36.8060</td>
</tr>
<tr>
<td>6</td>
<td>4.1310</td>
<td>18.0910</td>
<td>49.0030</td>
<td>2.5640</td>
<td>6.2680</td>
<td>19.9430</td>
</tr>
</tbody>
</table>

To complete our study, hypothesis 3 and 4 are focused on the impact of disinformation narratives. H3 proposes that those citizens that have received the narrative before are more likely to believe it than those that have never heard about it. To start, table 3 shows the general results of trust on disinformation narratives, grouped in Not believing, Neutral and Believing (the original question was a 1-5 likert scale, in which we grouped 1-2 results and 4-5 ones, being 3 the neutral one). As it can be seen, the different narratives show different levels of acceptance among survey respondents. Just one narrative (N2 Russia&NATO) is trusted by more than 50%, while other two show results close to 46% (N4 Labor Law and N6 Spanish in CAT). The other three narratives show levels of acceptance between 22 and 37%.

If we compare these results with Figure 1 we can see that those narratives with higher percentage of dissemination among survey respondents are also those that are more trusted: N2 (Russia&NATO), N4 (Labor law) and N6 (Spanish in CAT). In order to fully test this relationship and test H3, a series of bivariate chi2 tests is performed, where the dependent variable is believing, being neutral, or not believing the narrative, and the independent variable is having been exposed to it before. Cramer’s V values are used to evaluate the strength of the successive bivariate associations. Table 4 summarises the results of the chi2 tests. Of the six narratives studied, 3 of them show a strong relationship between having received the narrative before and believing it, in the other three the effect is moderate-strong. Hence, having received the narrative beforehand is positively and significantly associated with

Table 3. Trust on narratives

<table>
<thead>
<tr>
<th>N</th>
<th>Not believing</th>
<th>Neutral</th>
<th>Believing</th>
<th>DNK/DNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>49.55</td>
<td>27.43</td>
<td>22.13</td>
<td>0.89</td>
</tr>
<tr>
<td>2</td>
<td>17.41</td>
<td>29.12</td>
<td>52.14</td>
<td>1.33</td>
</tr>
<tr>
<td>3</td>
<td>39.58</td>
<td>21.33</td>
<td>37.98</td>
<td>1.11</td>
</tr>
<tr>
<td>4</td>
<td>29.51</td>
<td>22.53</td>
<td>46.16</td>
<td>1.80</td>
</tr>
<tr>
<td>5</td>
<td>35.49</td>
<td>29.81</td>
<td>33.89</td>
<td>0.81</td>
</tr>
<tr>
<td>6</td>
<td>36.69</td>
<td>16.75</td>
<td>45.56</td>
<td>1.00</td>
</tr>
</tbody>
</table>
an increased tendency to believe in it, regardless of the topic under discussion. This points towards a relevant effect of disinformation content on those citizens exposed to it, confirming our hypothesis 3. Finally, our last hypothesis, H4, is also confirmed. It argues that the effect of “having received the narrative before” will be similar in all narratives under study. As seen in Table 4, the Cramer’s V results show that the strength of the associations is similar, with Ns 1, 2 and 4 showing large effects, others showing medium-large effects. Although Cramer’s V does not allow us to compare between narratives, the fact that most of them show similar results can be indicative of the relevance of the “having received the narrative before” effect, especially taking into account that the topics of each narrative are very diverse and their spread level, as seen before, shows also different patterns.

5. Discussion

Our research has presented a methodology to research the spread and impact of disinformation narratives from a holistic approach that does not rely on data from a single social media or dissemination channel. Such a methodology, like any other, has its own limitations, but allows us to evaluate disinformation not in terms of single pieces of information but at narrative level, assessing the impact that such narratives have in a certain society. It also allows us to “test” public opinion, avoiding survey design based on citizens’ own perceptions of the impact of disinformation. Former research (Vosoughi; Roy; Aral, 2018; Spangher et al., 2018; Zannettou et al., 2019; Arce-García; Said-Hung; Mottareale-Calvanese, 2022; Masip et al., 2020; Grinberg et al., 2019; Allen et al., 2020; Fletcher; Nielsen, 2018) has indicated that disinformation hardly reached relevant numbers of citizens, especially among those studies that are single platform-based. Our research indicates that disinformation narratives might be more spread among public opinion than what is generally perceived in platform-based studies. The level of reach of most narratives in our research is between 60-72% of survey respondents, being just one of the narratives at low levels of reach (29%). This allows us to state that the detected narratives reached the general public, rather than being spread just among certain societal groups. Hence, just one narrative (N1) plays at the level of localised reach (Allen et al., 2020; Dawson, 2021). As explained in the introduction, to reach dissemination among the general public is one of the main goals of disinformation campaigns (Polletta; Callahan, 2019). The goal of this research is not to determine the origin of each one of the spotted narratives. However, we do know that disinformation campaigns, foreign and domestic, intend to build on existing cleavages and use emotion and relate to political issues to enhance polarisation (Richter, 2017; Colley; Granelli; Althuis, 2020; Bánkuty-Balogh, 2021). Three of our spotted narratives can be identified as related to current political debates (Ns 3, 4 and 6), while other two are related to vaccination in Covid-19 pandemic (Ns 1 and 5) and the Russian invasion of Ukraine (N2). Neither covid vaccines nor Russian war in Ukraine are specially divisive topics in Spain. In general, narratives related to current political cleavages reached higher percentages of the population, confirming that disinformation spreads at higher levels if related to emotional and divisive political issues. The only exception is N2, but its higher levels of reach may be due to the constant presence of the Ukraine war in news spaces. To analyse each narrative spreading pattern can be also interesting to consider its origin. Foreign and domestic disinformation campaigns are more likely to be spread through social media and messaging apps (Starbird; Arif; Wilson, 2019) rather than through traditional news media. The different results that can be seen in spreading patterns among spotted narratives can be interpreted in this line. However, it cannot be disregarded the participatory nature of disinformation in analysing spreading patterns. In all narratives except N4 and N6 social media (including messaging apps) showed high percentages of spread. This can indicate the presence of disinformation campaigns, but also the potential of these narratives to be spread by common citizens on social media who share content in line with their political beliefs or that addresses emotionally own beliefs and values (Buchanan, 2020; Wilson; Starbird, 2020). Interestingly, among those narratives more spread through social media we have the two related with covid vaccination (N1 and 5), plus the narrative that addresses immigration topic (N3). While vaccination has never been a divisive political issue in Spain, immigration is a relevant one. Our research shows that disinformation narratives spread predominantly through social media do have the potential to reach relevant percentages of the general population. However, we cannot identify the origin of such content, to establish if a certain narrative originated through an organised campaign, as our methodological approach does not consider this issue. Nevertheless, in line of results we can argue that single-platform studies that pointed out the limited reach of disinformation campaigns on a single platform (Spangher et al., 2018; Zannettou et al., 2019; Arce-García; Said-Hung; Mottareale-Calvanese, 2022) might be relevant in relation to this platform, but need to be complemented if the aim is to assess real spread or dissemination of such content at societal level. Most of disinformation narratives reached more than 50% of survey participants.

Table 4. Trust on narratives depending on received before

<table>
<thead>
<tr>
<th>N</th>
<th>Cramer’s V</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.480 (df2)</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.404 (df2)</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.262 (df2)</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.423 (df2)</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.307 (df2)</td>
<td>0.000</td>
</tr>
<tr>
<td>6</td>
<td>0.318 (df2)</td>
<td>0.000</td>
</tr>
</tbody>
</table>
Disinformation narratives in Spain: reach, impact and spreading patterns

Furthermore, confirming hypothesis 2, our results have shown that one of the main spreading patterns of disinformation in Spain are news programs on television. Generally disregarded in most disinformation studies, mostly based on online platforms, TV seems to deserve more attention. The relevant role of TV, which in Spain is one of the most common sources of news, can be of a double nature. Firstly, television programs can act as spreaders by repetition. Former research has pointed out the potential role of TV as an amplifier of disinformation narratives produced by political actors (Phillips, 2018; Tsafit et al., 2020). Our results may confirm these theories, as television is normally the first or second main spreading pattern, but at closer distance than others. Another possibility, which may cohabit with the former one, is that television programs are not just amplifiers but also producers of disinformation. This might be the case of some narratives, mainly spread through television and with lower percentages in other formats. For example, N4 and to a lesser extent N6 are narratives strongly related to political issues, where television shows much higher percentages than the others (in N4, for example, TV represents 60% while the second spreading pattern, Digital, just 14%). Hence, the role of journalists in relation to disinformation cannot be avoided, both as amplifiers but also as producers. Our findings suggest that future research should focus on both traditional and digital media as sources of disinformation, rather than just mere unwilling or passive spreaders as is sometimes assumed. This means to also focus on their ownership in terms of transparency and possible economic or political influence that drive their reporting and editorial line. Similar research in other countries may shed some light on this, to better understand if such a pattern exists in other societal contexts.

However, in our opinion the most relevant (and worrisome) result in our research is the proof that being exposed to disinformation content plays an important role in assuming the inherent narrative, confirming H3. Furthermore, confirming H4, this effect is relevant in all narratives under study, disregarding their more or less political or emotional nature. Our findings highlight that the effect of being exposed to disinformation narratives is consistent for all topics. No differences have been found in spreading patterns, gender or age during the testing of results prior drafting the paper. Hence, the effects of being exposed to disinformation narratives are widespread, being similar for narratives that reach 29% of the respondents and also for those that passed 70%. Previous studies have shown that disinformation content can shape citizens’ attitudes and positions, but were mostly focused on elections or particular breaking events (Kazeem, 2018; Silverman; Singer-Vine, 2016; Kapantai et al., 2021; Richter, 2017). As pointed out by Starbird, Arif and Wilson (2019) there is a need to better understand how disinformation narratives work through time, shaping public opinion in “normal” times. Results presented in this paper contribute to this line of research by showing how being exposed to disinformation content has an impact on citizens’ assessment of what is true or not. We think that this is a relevant aspect of our methodological design, allowing us to detect an aspect of disinformation narratives that may pass as unnoticed in other research methodologies: as explained, disinformation effects are hard to measure and exist beyond the spread or impact of a certain singular piece of content, which makes them hard to measure, as happened with traditional forms of propaganda (Bittman, 1986). The adoption of narratives as a pivotal concept in the research (Weinberg; Dawson, 2021) allowed us to track impact through time and in multiple formats that may pass unnoticed in other methodological designs.

Nevertheless, our methodological design also presents limitations that future research may address to complete the whole picture. Firstly, once we are aware of the relevance of narratives we need to focus on their repetition. It might happen that citizens are particularly influenced if they are exposed to continuous flows of disinformation-related content (Katz; Lazarsfeld; Roper, 2017; Marwick, 2018). This was not considered in our methodological design, and we strongly suggest future research to address this issue. Likewise, the type of emotion that the different narratives chosen could generate in citizens has not been considered, as this is another interesting factor related with the spread of disinformation (Kramer; Guillory; Hancock, 2014; Stieglitz; Dang-Xuan, 2013). Moreover, despite that our Cramer’s V values have been significant, survey research has always limitations. For example, such tests do not allow differentiating between competing causal explanations for such results. Further research may also study other possible factors that may influence the significant relationship found in our research: ideology of research participants may also shape their trust levels on the different narratives (Suau, Cruz and Yeste, pending publication). On the other hand, these particular messages might have selection bias, reaching a larger proportion of people already primed for believing in them. Further research would be needed in order to differentiate between these alternative explanations.

6. Note

1. For media engagement we include different questions related to kind of media consumption and frequency of news’ consumption. These variables were not used in the analysis of results presented in this paper.
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