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Abstract
The concept of algorithmic political communication has arisen through the joint development of propaganda and communication theories, as well as the findings of computer science. This is a field that generates results that amplify and extend to political communication, such as microsegmentation or automated diffusion of content; likewise, it produces some adverse effects that hinder citizen participation in the cybersphere. This paper presents a review of works published in three Latin American countries (Colombia, Ecuador, and Mexico) with artificial intelligence, communication, and democracy as their constituent elements. The data come from a total of 206 documents, including reports from supranational organisms and associations, and publications in scientific journals indexed in databases such as Google Scholar and Scopus between 2011 and 2021. The selection criterion is based on the total or partial appearance of certain keywords, plus filters by relevance and impact factors. This systematic review is structured based along four axes that explain democracy according to Landman et al. (2009): electoral participation, participation of civil society, media integrity, and impartial administration. The main conclusions indicate that many of the practices in the studied countries are still at an incipient or experimental stage, with algorithmic political communication being used especially during electoral campaigns. Similarly, an increasing resistance from civil society to the influence of social networks is starting to be detected.
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1. Introduction and background

1.1. Automation, communication, and democracy

For more than four decades, “automation of narration” has occurred in the political domain (Campos-Domínguez; García-Orosa, 2018, p. 770), i.e., links between systems developed for retransmission without human mediation. Indeed, one can go back further to Alan Turing’s dreams of an automatic machine from the mid-1930s (Ferrara et al., 2016) to the first-order cybernetics, conceptualized by Wiener (1949) towards the end of the 1940s, which proposed the study and configuration of regulated systems, to the second-order cybernetics suggested by Von-Forster (1991) to go a step further to examine self-regulated phenomena and thereby develop autonomous systems that can learn on their own in a similar way to humans and, in general, to the different applications that have been introduced into the public domain during the last 50 years to automate processes that were previously carried out through human mediation (Ruvalcaba-Gómez, 2021). These features of the background of artificial intelligence have been linked to communication for the generation and dispersion of automated content (Barredo-Ibáñez, 2021) in the perspective of computational propaganda (Bradshaw; Howard, 2017) or “algorithmic political communication” (Campos-Domínguez; Garcia-Orosa, 2018, p. 771).

The relationships between communication and artificial intelligence are strongly associated with these specific antecedents of computer science but are also linked to the joint development of propaganda and communication theories throughout the twentieth century (Pizarroso-Quintero, 1999). Nevertheless, the boost to automation and its effects on democracies has social roots. The interest of organizations and institutions in the digital public sphere (as an extension of the Habermasian public sphere) has complemented videopolitics (López-López; Oñate, 2019), as there is a progressive transition in the access to content, who are transformed into users identified with the consumption and production of news and virtual content (Fernández-de-Arroyabe-Olaortua; Lazkano-Arrillaga; Eguskiza-Sesumaga, 2018).

Thus, from the end of the 1990s, gradual massive access to information and communication technologies has occurred (Barredo-Ibáñez, 2021) through platforms and spaces that enable collective participation, such as chats, social networks, forums, or instant messaging applications, among others. This growth in the data available to citizens, in both developed and developing countries, has also implied greater exposure to virtual information content (Weaver, 2020) and, consequently, different viewpoints. It is important to note that, regarding the elements of high-quality democracy, O’Donnell, Vargas-Cullell and Lazzetta (2004) remarked on the importance that citizens be informed though different information sources that are independent of political power. The emergence of cyberspace seemed to provide such an environment to consolidate a new communication medium beyond the control of media and government power (Castells, 2012). The participatory use of these technologies was so significant that some authors have even suggested the emergence of a new type of social state based on tools with a strategic purpose, viz. technopolitics (López-López; Oñate, 2019).

This progressive transition in the consumption and co-construction of information and opinion about matters of public interest has had a substantial impact on some recent historical events that have tested contemporary democracies (Piechoła et al., 2020). Since the protests in Tunisia and Egypt that disturbed international public opinion in 2011, social media (i.e., media co-constructed through user contributions) have acted as sites that have enabled wider access to information compared with traditional media in the current information age (Ghoni, 2013). This change has become more evident since 2015, when younger citizens abandoned traditional media to receive information through digital media. Convergent media enabled a space for the consumption of information in real time, but they also became a showcase of public opinion. Over time, this trend would extend to other generations (Bañuelos, 2017). As the digital gap was progressively reduced and the number of convergent technologies (such as cell phones and electronic tablets) increased, access to virtual content was enabled and social networks became indispensable media for understanding social life (De-la-Garza-Montemayor et al., 2019; Tana; Wiener; Oñate, 2020).

According to the popular book by Castells (2012), these networks of indignation and hope were gradually colonized by organizations and institutions during the first decade of the 2000s. This transformation in consumption meant that governments in different parts of the world faced a considerable challenge resulting from the influence exercised by social networks on public opinion (Hobden, 2018). In other words, these media were progressively transformed into the bipolar space seen in 2021: on the one hand, an environment presenting content generated by users, such as videos, audios, and texts, and where personal testimonies, such as opinions about world events (Bañuelos, 2017). The networks of indignation and hope were gradually colonized by organizations and institutions during the first decade of the 2000s.
There are models that, as in the case of diluted promotion, aim to construct information environments that dilute brand positioning and thereby achieve wider circulation and recirculation.

1.2. Algorithmic political communication

Algorithmic political communication thus amplifies and extends some developments that hybridize propaganda and communication, according to the controversial relationship between the theoretical and practical work developed during the twentieth century and possibly since the French Revolution of 1789. This type of communication, as described by Campos-Domínguez and García-Orosa (2018), consists of three large and interrelated processes:

- increasingly personalized opinion based on segmentation and microsegmentation;
- content generation that sometimes blurs the distinction between nonfiction and fiction; and
- the diffusion and rediffusion of these.

An example of this is the proliferation of false news or disinformation (often called fake news), which is one of the main risks facing contemporary democracies, i.e., news that is intended to confuse public opinion, as well as content generated with a lack of journalistic objectiveness (Illades, 2018; Walters, 2019). However, disinformation is a more complex phenomenon that extends beyond spurious news (Rodríguez-Pérez; Ortiz-Calderón; Esquivel-Coronado, 2021). There are also models that, as in the case of diluted promotion (Barredo-Ibáñez, 2021), aim to construct information environments that dilute brand positioning and thereby achieve wider circulation and recirculation. Impact and brand recall are encouraged through promotion by staging allegedly objective information, in a liquid ecosystem that has eroded programming criteria in favor of individualized consumption (Timoteo, 2005). Disinformation or fake news (which is more aggressive, similar to propaganda in wartime) and diluted promotion (which is more informative, being linked to the concepts of brand placement or surreptitious advertising) require the establishment of systems such as social bots that are responsible for amplifying such persuasive statements (Cerón-Guzmán; León-Guzmán, 2015). Independently of the mediator mechanism, their impact is ensured by some key aspects of mass psychology. In this sense, according to Bendall and Robertson (2018), people exhibit a certain resistance to not believing news that reflects their mindset, even when false. This has contributed to a consolidation of so-called post-truth, in which hard data are relegated to the background while perceptions have a decisive influence on public opinion (McIntyre, 2018). On the other hand, according to Kim and Dennis (2019), users tend to trust information that is close to their ideological beliefs, even when there is evidence that it may be opposed to the truth, in order to prevent the occurrence of cognitive dissonance.

We present herein a review of algorithmic political communication from works published in three Latin American countries (Colombia, Ecuador, and Mexico) regarding the study of its core elements of artificial intelligence (AI), communication, and democracy. The review of these three concepts and their relationships and effects is motivated by recent research work from both the English-language (Nemitz, 2018; Pérez-Casares, 2018; Helbing et al., 2019) and Iberoamerican (Castellanos-Claramunt, 2019; Innerarity, 2020) literature.

The interest of the present study is thus justified based on its relevance and theoretical value (Hernández-Sampieri; Fernández-Collado; Baptista-Lucio, 2010), to broaden knowledge and evidence regarding the so-called Global South, from both the social and institutional points of view (Thomas-Slater, 2003; Rigg, 2007; Braveboy-Wagner, 2009). The documents reviewed mainly include publications in scientific journals indexed in the Google Scholar search engine and Scopus database, filtered by relevance and impact factors. Reports from supranational organisms and associations have also been found, being included based on their year of publication, reference to any of the studied countries, the data sampled, or the inclusion of longitudinal analysis.

This systematic review focuses on the four axes that explain democracy according to Landman et al. (2009):

- electoral participation;
- participation of civil society;
- media integrity; and
- impartial administration.
The selection of these axes as elements structuring this review is supported by the *International Institute for Democracy and Electoral Assistance (IDEA)* and is framed around the democratic principles and values that operate as mediators, namely participation, authorization, representation, responsibility, transparency, response capacity, and solidarity (p. 14).

The selection of the three countries is justified because Colombia, Ecuador, and Mexico exhibit similar historical trajectories and cultural imaginaries, as well as a technology gap, where fewer than seven out of ten citizens (*BID*, 2020, p. 19) have access to the Internet, thus identifying this region as one of those with the greatest social inequality (p. 20). Various comparative studies have been conducted among these three countries in different disciplines such as communication or political science (*Barredo-Ibáñez, Díaz-Cerveró, 2017; Gutiérrez-Atala et al., 2017; Rúas-Araújo; Casero-Ripollés, 2018*), as well as within the Latin American framework. Based on this, the following two research questions are established:

Q1: Is it the electoral context that describes and makes sense of the studies about algorithmic political communication in Colombia, Ecuador, and Mexico?

Q2: Do the self-organization mechanisms of civil society generate a type of resistance to the influence of social networks?

2. Methodology

To analyze the literature published in these three Latin American countries (Colombia, Ecuador, and Mexico) regarding the relationship between artificial intelligence, communication, and democracy as constituent elements of algorithmic political communication, a descriptive scope was established for this study based on a critical review of the literature (*Arnau-Sabatés, Sala-Roca, 2020*). To present a detailed description of the methodological design, the steps proposed by *Codina* (2018) and *Xiao and Watson* (2019) are considered. The objective is to conduct a systematic literature review on the mentioned aspects, identifying trends and streams in the area while also detecting research gaps and opportunities (*Codina*, 2018). The following steps are applied:

- **Criteria for including and structuring the axes.** The first criterion applied to include works from any discipline is that they must address an aspect regarding the established relationships between artificial intelligence, communication, and democracy. The conceptual framework is thus defined, and a model for organizing the knowledge about the discipline determined (*Hart, 2008*). Therefore, works from fields as diverse as political science, studies about communication or journalism, and even some works from engineering areas were included. Only studies published in Spanish or English language were selected. As a first step, the selection of the theoretical axes that structure and interpret the work is described, together with the definition of the inclusion criteria. As stated above, four axes that define democracy are chosen according to *Landman et al. (2009)*: electoral participation, participation of civil society, media integrity, and impartial administration.

- Identification of the universe (“search”): To identify the universe of published papers, a search was conducted between 10 February and 10 March 2021 using the following keywords (*Arnau-Sabatés, Sala-Roca, 2020*) in both English and Spanish:

  - “artificial intelligence,” “communication and democracy,” “artificial intelligence and communication,” “artificial intelligence and democracy,”
  - “algorithmic political communication”

The initial selection of papers was carried out based on the total or partial appearance of these keywords in either the title or the abstract, in addition to a relevance criterion based on the citation index, excluding works from the last two years. This universe was delimited using *Google Scholar* and *Scopus*, a search engine and database that, as explained by *Xiao and Watson* (2019), are used by “researchers of various disciplines” (p. 93). The time range established to identify these works was from 2011 to 2021. Initially, we identified 206 documents that totally or partially included the search terms. To obtain a wider view, it is important to note that the search was extended from publications indexed in scientific journals to include reports from supranational organizations and associations, too.

- Modeling the sample. After reading the titles and abstracts of the 206 documents obtained, their relevance was discussed through the implementation of a nominal group (*Guilléen-Zanón, 1990*) in two phases, the first aimed at excluding works by consensus and the second focused on a discussion of the discrepancies. Many works that addressed the phenomenon only partially were identified, preventing their further inclusion. A total of 98 works were thus included to understand the relationship between the three items of artificial intelligence, communication, and democracy.

- Review of quality and organization (evaluation). Having downloaded the texts of the 98 works, a total of 30 were discarded in this phase because they were not relevant or significant (source of prestige or citations), or because complete documents were not found. Following this process, 68 texts were obtained and organized according to their association with the four axes that define democracy (*Landman et al., 2009*) to form the final sample for analysis.

- Relationship with general literature (analysis and synthesis). A first draft was written based on the four planned axes from general literature. After this preliminary step, each author was responsible for analyzing and composing a critical synthesis of a group of assigned works. Thereafter, the main author was responsible for systematizing the contributions with successive interactions until common ground between the documents was identified. Finally, this paper was subject to at least two joint revisions by the authors based on dialog between the contributors.
However, one should also note the following limitations of the current systematic review (Sancho, 1990; Araujo-Alonso, 2011):

(a) the high volume (overload) of information in political communication and applied technologies, also in Latin American;
(b) possible errors in the search strategy, despite the improvements applied (double searches);
(c) information bias (due to publication bias and the limitations of databases);
(d) access limitations (due to unavailability);
(e) the sense and usefulness of scientific documents (although their impact and citations may demonstrate their value, the absence of these features does not indicate the opposite);
(f) other biases of the authors.

3. Artificial intelligence and electoral participation

Events such as the Cambridge Analytics scandal during Donald Trump’s campaign in 2016 contributed to the generation of mistrust among social network users by demonstrating that data (photographs, videos, and opinions) provided to such platforms may end up being used for purposes different from those to which users have consented. These events offer a narrative that contrasts with the libertarian vision at the beginning of the last decade (Heawood, 2018; Kaiser, 2019). For this reason, it is important to indicate that the political and social polarization that characterize most contemporary democracies are also present on social networks and, in some cases, even more acutely than in the real world. The confrontation between different political forces, the division between communities and social groups, as well as the malaise of majorities have turned these media into a true virtual battlefield (Singer; Brooking, 2018).

One should also note that democracies went into crisis just in the historical period in which these virtual tools became established. For example, during the economic crisis of 2008, electoral forces with antisystem positions arose in various Western countries (on both the right and left) and, surprisingly, started to obtain good electoral results. This simultaneous process of disenchantment is also tightly linked to technological changes (Denneen, 2018; Galston, 2018; Davies, 2019).

This institutional instability, which resulted in the victory of populist candidates that threaten to undermine some of the essential bases of Western democracy, has been partially facilitated by the diffusion of messages with radical viewpoints through social networks, which formerly did not find a place in the mass media. In other words, the agendas of radical groups can now more easily achieve greater diffusion through digital media, because of the diversity of alternatives available in cyberspace and because of the nearly identical access provided to both professional media and others (Judis, 2016; Marantz, 2019). This is in accordance with research by Yerlikgaya and Toker-Aslan (2020), who point out that digital media have become a channel by which some social players with extremist ideological positions end up spreading hate messages, having an enormous impact on society.

The latter has affected electoral participation, the first premise described by Landman et al. (2009) about democracy. In this sense, electoral participation in the AI framework tends to operate through computational propaganda (Bradshaw; Howard, 2017), through which attempts to “manipulate public opinion within social media” (p. 3) are promoted. These authors, who studied the strategies and repertoires of 28 countries, including Ecuador and Mexico, highlight the existence of so-called cyber-troops enabled by different areas of government, political parties, or even services outsourced by institutions or organizations to favor such manipulation. Indeed, Bradshaw and Howard (2017) found evidence of automated and human use of manipulation strategies in Ecuador as well as Mexico. In the latter, they even detected cyborgs (p. 13) which, as explained by Clark et al. (2016), are bots or automated systems that can simulate human behavior.

Fundamentally, computational propaganda seeks to generate artificial opinion streams, which Barreiro-Ibáñez (2021) describes as a “spiral of silence 2.0” (p. 350). In other words, this involves establishing strategies to enter user discussions to encourage the spread of positive content about the candidates or representatives they support or, conversely, negative content that smears or provides disinformation about rivals. Obviously, computational propaganda requires large investments and is thus especially activated during electoral processes. At present, major powers may intervene directly using such cyber-troops with the aim of introducing their narratives into the agenda in other countries. According to Morgus et al. (2019), Russia and China operate in the Latin American cybersphere to protect their political and commercial interests, although the Western world also includes many countries, such as the USA or Germany (Bradshaw; Howard, 2017), that also tend to interfere in the cybersphere. Indeed, those authors assure that cyber-troops have become a “global phenomenon” (p. 3).

Regarding the effect of computational propaganda in elections, we identified two diametrically opposed perspectives, according to the number of bots taking part during the period.
In the first perspective, Cerón-Guzmán and León-Guzmán (2015) studied the presence of social bots spreading spurious content on Twitter during the 2014 presidential elections in Colombia. According to these authors, 22% of users were classified as “spammers,” being responsible for generating 15.67% of the total number of tweets analyzed (p. 122). Although this percentage of social bots seems very high, this evidence is not conclusive. Rather, it seems that these social bots intervene on particular critical topics.

From the second perspective, Fabra-Mata and Mygind (2018), when examining mentions of Norway in tweets about the Colombian peace process, found that less than 0.5% came from bots (p. 6). Similarly, when investigating messages spread on Facebook and Twitter during the 2018 presidential elections in Mexico, Glowacki et al. (2018) found more content shared from journalistic sources than from potential sources of disinformation, on both platforms. On the other hand, even though they did not specify the number of bots, Puyosa (2017) found trends on Twitter during the presidential elections in Ecuador in 2017, including the automation of electoral propaganda, promoting polarization and mistrust of democratic institutions.

Along the axis of electoral participation, close links may exist between commercial and electoral campaigns. Regarding this issue, Luque, Macías, and Casado (2021) identified the migration of commercial bots for use as electoral bots in Ecuador. In other words, bots that were previously used for spreading business strategies (including massive or diluted promotion) were transferred to electoral campaigns. No new bots were created, but they changed their objective, in this case being adapted for the 2021 presidential campaign in Ecuador. Similarly, during electoral processes, automated statements from bots are adapted to spread hate speech as well as to establish a hegemonic narrative. Likewise, Calderón (2019) demonstrates the use of artificial intelligence to adapt the messages of the electoral campaign for the Municipality of Quito in 2019, to influence voters and polarize the voting by means of social networks. In this case, it is evident that data mining, a fundamental artificial intelligence (AI) tool, has been incorporated into political campaigns in Ecuador, enabling predictable voting patterns to be obtained by molding the information sources consulted by citizens.

Moreover, bots also take part in other, complementary strategies along the axis of electoral participation through social network management. In this regard, when studying the use of Facebook during the 2018 presidential elections in Mexico, Tootle-Tlachino and González-Macias (2020) concluded that the current Mexican president used this service to promote his ideas or public image but not for discussions with voters. This promotion was achieved through the use of bots or spreading disinformation via Twitter, Facebook, and WhatsApp, as explained by Lupu, Ramírez-Bustamante, and Zechmeister (2020), who addressed the relationship between mistrust and social media in some Latin American countries. The Mexican presidential elections in 2018 triggered a mobilization of coordinated social groups such as Christians that were decisive in the victory of López Obrador, as pointed out by Boas (2020), who focused on examining the role of this collective in some Latin American elections. Similarly, the spread of disinformation has been key in other electoral processes, such as the 2018 presidential elections in Colombia, where Chenou, Cabarcas-Velanda, and Sepúlveda-Marin (2021) observed the existence of “echo chambers” (p. 137) in WhatsApp groups related to Iván Duque. Through the repetition of similar and distorted concepts, the prestige of the candidate Duque was strengthened among his followers while also smearing other candidates. Baker, Ames, and Rennó (2020) analyzed the influence of social media in voting trends in Latin America: Latin American users, since they are associated with various collectives (family, and social or labor groups), are permanently subject to the preferences shared by such collectives.

In the reviewed works about electoral participation, we observed one perspective that originates from the field of exact sciences, i.e., the connection between electoral participation and a more technical, more instrumental notion. In this regard, Toapanta-Toapanta et al. (2019) remark on the robustness of digital counting systems to prevent manipulation and extortion in Ecuador. On the other hand, Cerón-Guzmán and León-Guzmán (2016) proposed an automatic learning model to predict opinions related to presidential candidates in Colombia. For this purpose, they conducted a study of the 2014 presidential elections by examining more than 600,000 tweets selected using various keywords or hashtags. Similarly, Cumbicus-Pineda (2017) designed an automatic categorization of tweets based on supervised learning algorithms aimed at the 2017 presidential elections in Ecuador, confirming the suitability of support vector machines to identify political trends in messages spread through this social network.

4. Artificial intelligence and participation of civil society

The second premise considered by Landman et al. (2009) related to democracy is the participation of civil society, in this case corresponding to the technopolitical aspect of societies (López-López; Oñate, 2019). It is hard to separate measures to address the spread of disinformation through social networks from government control. Various research works have considered the need for civil society or academic institutions, through their own digital media, to become key elements that can contribute to the generation of initiatives to recognize those objective media or platforms, as well as warning society about media that contribute to disinformation (Chen, 2018; Cha; Gao; Li, 2020).

As indicated in the “Introduction,” citizens now use tools enabled by information and communication technologies. In the case of Mexico, De-la-Garza Montemayor et al. (2019) examine the concept of citizen participation by studying
university students in Mexico compared with Peru, observing a progressive activation of users in the cybersphere. Technopolitics was driven by the #YoSoy132 movement, which enabled generalized participation that blurred the reach of the large TV stations in the country, Televisa and TV Azteca. On the other hand, Muthiah et al. (2016) conducted a review of riots over social conditions in ten countries, including Ecuador, to analyze the particular advantages of social networks compared with traditional media based on the implementation of the algorithmic infrastructure in the Basis Rosette linguistic platform, to address the mentions and dissemination of the national protests. Besides, Domínguez-Avi-la, Vásquez-Von-Schoettler, and Rezende-da-Silva (2019) define the influence of artificial intelligence in virtual spaces, enabling access to and production of metadata and the development of critical thinking, thus leading to a new digital sovereignty for citizens.

In addition, we found numerous documents focused on examinations of the influence of disinformation in the participative processes of citizens. When reflecting on the relationships between communication media and politics regarding the 2016 Peace Agreement, Roa-Roa (2019) points out that the distinctive aspects of social networks (such as spontaneity or abundance of information flow), which are very useful for electoral processes, collide head-on with the rational explanation of the agreement. Indeed, it was the emotionality of social networks that blurred the need for an eminently rational election process, in which the decision was between a proposal for ending the armed conflict and hence transforming the country (the peace agreement), and a demagogy associated with hate (p. 206), which was ultimately successful. Similarly, Rodríguez-Pérez, Ortiz-Calderón, and Esquivel-Coronado (2021), who analyzed the impact of the dissemination of fake content regarding the 2019 national strike, confirmed that much of the spurious content analyzed was oriented toward institutional players, thus contributing to the establishment of a polarization between “them and us” (p. 148).

The axis describing the participation of civil society highlights the use of these technologies by users who have a high profile due to their entrepreneurial, sports, or other activities, apart from politics. Along this line, Gater (2020) argues that populist figures are often successful in disseminating false information through these media, which may be related to the need of this political stream to offer a redemptive narrative to voters based more on collective aspirations than concrete events. Virtual media, like traditional media in the past, contribute to the generation of perceptions among the population, which in many cases may be far from reality (Eichengreen, 2018). A similar result was obtained in the study by Guerrero-Solé et al. (2020), who identified that populists have found social networks to be a suitable platform for spreading messages that are simplistic and lack arguments but that may have a significant electoral impact among voters who are disenchanted with the system. In contrast with the optimism at the beginning of the last decade, social networks are little used as a space for introspection or the discussion of transcendent subjects, becoming thus a space for messages that have a notable impact in some cases but that are rarely transcendent (De-la-Garza-Montemayor, Yllán-Ramírez, 2020).

5. Artificial intelligence, media integrity, and impartial administration

The third axis associated with the conceptualization of democracy by Landman et al. (2009) is media integrity. Simpson (2016) points out that these virtual media have incorporated various aspects of the agenda of extreme right-wing parties into the public agenda of some European countries. This occurs in both the parliament and regional or national governments. An emblematic case was the referendum in the United Kingdom about exiting from or remaining in the European Union. The campaign team that promoted Brexit (mainly constituted by Eurosceptics, nationalists, and extremists) disseminated messages through social networks that promoted prejudices against immigrants, as well as information that was openly false. One could argue that this new political communication tool had an important impact on the referendum result, which was considered to be surprising (Clarke; Newman, 2017; Hall; Tinati; Jennings, 2019; Mancosu; Bobba 2019). Another emblematic example of this is the case of Poland, a country where the Law and Justice party has obtained a strong foothold in recent years, through a process that has reversed some of the checks and balances pertaining to a democracy with institutional equilibria. In this country, virtual social networks have become the main platform for the spread of messages by both the extreme right wing that governs as well as pressure from the streets to achieve greater radicalization (Lipiński; Stepińska, 2018; Applebaum, 2020). Another symbolic case is the repeated use of these digital platforms by Donald Trump, former president of the USA, to refer to racial minorities and foreigners in a negative way, as both a candidate and governor. Similarly, in Brazil, WhatsApp became a medium through which extremist messages from Jair Messias Bolsonaro, candidate for the presidency of Brazil, were disseminated (Canavilhas; Colussi; Moura, 2019; Bonow-Soares, 2020).

With respect to media integrity, we found that the analyzed documents can be described along three axes, referring to freedom of expression, monitorization, and fact-checkers. Regarding the first topic, Albán-Cabezas (2019) considers that the digital ecosystem is increasingly being flooded with emulators based on intelligent machines that systematize the dissemination of fake news, but he recommends that the Ecuadorian state should not implement regulations and sanctions against this scourge, in order to safeguard freedom of expression, rather adding public policies that will boost digital literacy and the introduction of an authorized, official seal of quality to emit news. Regarding the
second axis, Torres, Vaquerizo, and Vaca (2015) point out that machine learning techniques such as mixture models, hierarchical clustering, and variable models, including Dirichlet allocation, may target the collection of public opinion patterns on social networks via communication media, as is done here, focusing on two Ecuadorian newspapers. This will make it easier to identify relevant topics and characterize the audience and speeches by political leaders. However, other perspectives arise along the same axis that consider media integrity beyond its association with communication media. Regarding this issue, Montenegro-López (2020) presented a theoretical model to exploit data from the CoronApp application, proposed by the Colombian government to provide information about the possible symptoms of Covid-19. According to the author, monitoring the data obtained from this application may be very useful regarding its use in regions where diagnosis of the disease is made difficult by economic issues. Regarding media integrity, it has been confirmed that artificial intelligence can play a proactive role in news verification platforms. Rodríguez-Pérez (2020) reports how platforms such as Ecuador Chequa (Ecuador), or Colombiacheck and La Silla Vacía (Colombia) are fed by machine learning to collect official information and detect false news, thus speeding up the verification process.

Regarding the final premise, related to AI and democracy, and impartial administration, the scientific literature is sparse, as already mentioned by Landman et al. (2009) and Ruvalcaba-Gómez (2021), despite the wide use of this type of technology by public administrations. A report published by the BID (2020) described the panorama of advances in AI used by various public administrations in Latin America and the Caribbean. Although the results therein suggest that AI may help to reduce the gaps in this rather unequal region (p. 20), its use remains irregular, having been implemented by the government of Colombia but not in Ecuador, whereas its introduction in Mexico is ongoing. Since 2019, Colombia has had a National Policy for Digital Transformation and AI, with the aim of strengthening the use of this technology in both the public and private sectors. Similarly, the Colombian government granted scholarships to 25,000 public officials to train them on these topics (p. 70). Although the public administration in Ecuador still lacks an AI strategy (p. 84), Gómez-Mont et al. (2020) contextualize the general advances of this technology in this country, reporting that, although the government has driven a digitalization strategy with projects such as Ecuador Conectado, Ecuador Eficiente y Ciberseguro, and Ecuador Innovador y Competitivo, and despite the formal dialog between academy, industry, and government to promote the use of AI, no official strategy has developed a plan with priorities aimed at academic and scientific development of this line of research. The implementation thus remains at an initial stage, mainly being limited to the financial (Barrientos-Avendaño et al., 2020), medical (Álvarez-Vega; Quiróz-Mora; Cortés-Badilla, 2020), and education (Méndez-Zapata et al., 2015; Tapia et al., 2021) sectors.

In 2018, a multisector corporation called IA2030Mx was created in Mexico (BID, 2020, p. 90) to promote the expansion of the AI ecosystem based on links between the public and private sectors. However, this project remains at a development stage and is far from reaching fruition. In this sense, Ruvalcaba-Gómez (2021) conducted a survey of leaders of information and communication technology departments from 218 Mexican municipalities with more than 100,000 inhabitants. That study found that the incorporation of AI into public administrations in Mexico was still incipient. However, the cited author also proposed a gradual replacement of “repetitive and systematic tasks” (p. 130), which may require decision-making associated with creativity and complexity as the main attributes of future governments.

Another critical aspect of AI is its implementation in security and surveillance. In this regard, some studies have directly considered the fate of democratic processes from the point of view of engineering fields. Alcivar, Sanzogni, and Houghton (2016) diagnosed AI strategies oriented toward successful adoption of information systems in Ecuadorian public organizations, compiling and evaluating cases from Latin America. Additionally, Alcivar, Houghton, and Sanzogni (2017) presented a predictive model and applied it to government information systems to determine the attitude and behavior regarding its use in public organizations in Ecuador. In other words, an attempt was made to implement computerized technology to recognize the use of government digital services through institutional interfaces. On the other hand, Patiño (2021) explored the incorporation of AI into the security forces of Mexico, proposing a strategy that is still under development, called “predictive policing” (p. 211), which would help to prevent potential crimes. This strategy uses AI to analyze large volumes of data, with the purpose of anticipating possible crimes. Similarly, Proaño-Salazar (2021) proposed algorithms for monitoring public purchase processes in Ecuador. Using this tool based on AI, it is possible to detect any type of malpractice associated with the management of public resources.

6. Conclusions

The relationships between AI, communication, and democracy are studied as core elements of algorithmic political communication according to the axes proposed by Landman et al. (2009) to conceptualize democracy, using Colombia, Ecuador, and Mexico as example countries. As reported by Campos-Domínguez and García-Orosa (2018), many such practices are still in an “incipient or experimental” phase (p. 775). At least, the analyzed literature describes the use of algorithmic political communication in particular during electoral campaigns, which involves a greater investment of resources (Q1), and during such periods, a complementary use of strategic management is revealed. Compared with other countries, a key difference that should be addressed in future studies is that, even though large powers tend to
operate in a transnational manner (Morgus et al., 2019), affecting or attempting to affect democracies in other contexts, the impact of the cyber-troops of Ecuador or Mexico (Bradshaw; Howard, 2017) or the bots detected in Colombia (Cerón-Guzmán; León-Guzmán, 2015), or other more or less automated strategies seen in that country (Chenou; Cabarcas-Velandia; Sepúlveda-Marín, 2021), in other global contexts remains to be seen. This represents a gap in the extant literature, according to the review above.

Based on the current review, the Covid-19 pandemic has accelerated the process of digital transformation in these three countries in various areas: educational institutions, interpersonal communication, and communication media (Mladenova; Kalmukov; Valova, 2020). This applies in particular to democracies that, in recent decades, have been reconfiguring their relationships with audiences from videogpolitics to cybropolitics (López-López; Oñate, 2019), even in countries affected by a technological gap and inequality (BID, 2020), such as those studied herein.

The transition to cybropolitics depends on the credibility of the content disseminated (Cerón-Guzmán; León-Guzmán, 2015), since its impact in contemporary democracies is such that, through constant repetition and dissemination on multiple platforms, the possibilities of reaching a social consensus is eroded (Rodríguez-Pérez; Ortiz-Calderón; Esquivel-Coronado, 2021). This applies more so to fragile societies such as those in Latin America, where social influence is often predetermined by core relations, e.g., within the family or group of friends (Baker; Ames; Rennó, 2020). The disinformation of false news may end up harming democracies, especially those with weak institutions (Sierra-Caballero; Sola-Morales, 2020), such as those of Colombia, Ecuador, and Mexico. It is therefore necessary to advance research in the face of big data to enable the identification of the marks of collective participation (Cerón-Guzmán; León-Guzmán, 2016).

According to this literature review, we coincide with Ruvalcaba-Gómez (2021) in finding that scientific advances develop more slowly than their implementation in institutions and organizations. This leads to the possibilities of new lines of research, in particular focused on examining the ongoing use of automated systems within communication departments or political organizations and institutions. Although we find patchy research addressing this topic, many robotic posts may be employed systematically rather than only during key events. In other words, they not only relate to participation (the most abundant axis of those considered herein) but are also associated with other moments of civil participation.

Many features support the analysis above. The political polarization present in various countries such as Colombia, Ecuador, and Mexico means that a significant part of the population search for news that is close to their ideological convictions (Bendall; Robertson, 2018; Kim; Dennis, 2019) or emotions (McIntyre, 2019), in accordance with studies in other contexts. Moreover, some sources deliberately misinform (Illades, 2018) or disseminate promotional material in favor of particular organizational or institutional interests.

However, citizens do not remain static when faced with these phenomena. On the contrary, based on this literature review, we observe an increasing resistance to the influence of social networks, even in a context with gaps as noted in the current cases (Q2). An example of this is observed in Mexico, whose users are consuming less and less false news, either because the person who writes on Twitter is identified as an elite and, therefore, having high media literacy, or because the filters or self-regulation applied by Facebook are effective (Glowacki et al., 2018).

Obviously, in the studied countries, social networks have generated new possibilities for citizens by providing new tools for expressing, organizing, and carrying out collective action. However, in recent years, the need to evaluate the impact of these media on the quality of democracies has also been emphasized, which constitutes an emerging and necessary line of research (Piechota et al., 2020; De-la-Garza-Montemayor; Barredo-Ibáñez; Lázaro-Jiménez, 2021).

Likewise, we recommend that researchers review the involvement of artificial intelligence in other aspects of governance such as transparency, legitimacy, or human rights, with the purpose of providing an even more holistic overview of the use of this technology. Similarly, an extension of this exhaustive review to other countries in America, Europe, Asia, or Oceania is recommended, with the aim of providing a comparative vision and thereby achieving a global categorization of the use of artificial intelligence according to the type of regime and its level of democracy. The limitations of the present study are both contextual and temporal because of the progressively increasing access to technology in the countries analyzed and because their political and social situations may change over time.
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